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Abstract

We present RuDiK, a system for the discovery of declarative rules over knowledge-bases (KBs). RuDiK discovers rules that express positive relationships between entities, such as “if two persons have the same parent, they are siblings”, and negative rules, i.e., patterns that identify contradictions in the data, such as “if two persons are married, one cannot be the child of the other”. While the former class infers new facts in the KB, the latter class is crucial for other tasks, such as detecting erroneous triples in data cleaning, or the creation of negative examples to bootstrap learning algorithms. The system is designed to: (i) enlarge the expressive power of the rule language to obtain complex rules and wide coverage of the facts in the KB, (ii) discover approximate rules (soft constraints) to be robust to errors and incompleteness in the KB, (iii) use disk-based algorithms, effectively enabling rule mining in commodity machines. In contrast with traditional ranking of all rules based on a measure of support, we propose an approach to identify the subset of useful rules to be exposed to the user. We model the mining process as an incremental graph exploration problem and prove that our search strategy has guarantees on the optimality of the results. We have conducted extensive experiments using real-world KBs to show that RuDiK outperforms previous proposals in terms of efficiency and that it discovers more effective rules for the application at hand.
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1 Introduction

Building large RDF knowledge-bases (KBs) is a popular trend in information extraction. KBs store information in the form of triples, where a predicate expresses a binary relation between a subject and an object. KB triples, called facts, store information about real-world entities and their relationships, such as “Michelle Obama is married to Barack Obama”. Significant effort has been put on KBs creation in the last 10 years in the research community (DBPedia [1], FreeBase [2], Wikidata [3], DeepDive [4], Yago [5]) as well as in the industry (e.g., Google [6], Wal-Mart [7]).

Unfortunately, due to their creation process, KBs are usually erroneous and incomplete. KBs are bootstrapped by extracting information from sources with minimal or no human intervention. This leads to two main problems. First, false facts are propagated from the sources to the KBs, or introduced by the extractors [6]. Second, usually KBs do not limit the information of interest with a schema and let users add facts defined on new predicates by simply inserting new triples. Since closed world assumption (CWA) does no longer hold in KBs [6, 8], we cannot assume that a missing fact is false, but we rather label it as unknown (open world assumption).

As a consequence, the amount of errors and incompleteness in KBs can be significant, with up to 30% errors for facts derived from the Web [9, 10]. Since KBs are large, e.g., Wikidata has more than 1B facts and 300M entities, checking all triples to find errors or to add new facts cannot be done manually. A natural approach to assist curators is to discover declarative rules that can be executed over the KB to improve the quality of the data [8, 11, 12]. We target the discovery of two types of rules: (i) positive rules to enrich the KB with new facts and thus increase its coverage, (ii) negative rules to spot logical inconsistencies and identify erroneous triples.

Example 1: Consider a KB with information about parent and child relationships. A positive rule is the following:

\[ r_1: \text{parent}(b,a) \Rightarrow \text{child}(a,b) \]

stating that if a person \( a \) is parent of person \( b \), then \( b \) is child of \( a \). A negative rule has similar form, but different semantics. For example (DOB stands for Date Of Birth),

\[ r_2: \text{DOB}(a,v_0) \land \text{DOB}(b,v_i) \land v_0 > v_i \land \text{child}(a,b) \Rightarrow \bot \]

states that person \( b \) cannot be child of \( a \) if \( a \) was born after \( b \). By executing the rule as a query over child facts, we identify erroneous triples.

In order to be executed over a KB, rules must be manually crafted, a task that can be difficult for domain experts without a CS background. Also, the rule creation process is usually very expensive, as large KB can have rules in the thousands [13]. A rule discovery system is therefore a crucial asset to help the users in data curation. However, three main challenges arise when discovering positive and negative rules from KBs.
**Data Quality.** While traditional rule mining techniques assume that data is either clean or has a negligible amount of errors [14, 15], KBs can present a high percentage of errors and are incomplete.

**Open World Assumption.** Other approaches rely on the presence of positive and negative examples [16, 17], but KBs contain only positive statements, and, without CWA, there is no immediate solution to derive counter examples.

**Volume.** Existing approaches for rule discovery assume that data fit into main memory [8, 11, 12, 18]. Given the large and increasing size of KBs, these approaches focus on a simple rule language to minimize the size of the search space.

We present RuDiK (Rule Discovery in Knowledge Bases), a novel system for the discovery of rules over KBs that addresses these challenges. RuDiK is the first system designed to discover both positive and negative rules over noisy and incomplete KBs. By relying on disk based algorithms, RuDiK can handle a larger search space and discover rules with a richer language that allows value comparisons. This increase in the expressive power enables a larger number of patterns to be expressed in the rules, and therefore a larger number of new facts and errors can be identified with high accuracy. These results are achieved by exploiting the following contributions.

1. **Problem Definition.** We formally define the problem of robust rule discovery over erroneous and incomplete KBs. The input of the problem are two sets of positive and negative examples for every predicate. In contrast to the traditional ranking of a large set of rules based on a measure of support [8, 16, 19], our problem definition aims at the identification of a subset of approximate rules, i.e., rules that do not necessarily hold over all the examples, since data errors and incompleteness are in the nature of KBs. The solution is then the smallest set of rules that cover the majority of input positive examples, and as few input negative examples as possible (Section 3).

2. **Example Generation.** Positive and negative examples for a target predicate are crucial to our approach as they determine the ultimate quality of the rules. However, crafting a large number of negative examples is a tedious exercise that requires manual work. We present an algorithm for example generation that is aware of missing data and inconsistencies in the KB. Our generated examples lead to better rules than examples obtained with alternative approaches (Section 4).

3. **Rule Discovery Algorithm.** We give a $\log(k)$-approximation algorithm for the rule discovery problem, where $k$ is the maximum number of input positive examples covered by a single rule. We discover rules by judiciously using the memory. The algorithm incrementally materializes the KB as a graph, and discovers rules by navigating only the paths that potentially lead to the best rules. By materializing only the portion of the KB that is needed for the promising rules, the disk-access is minimized and the low memory footprint enables the mining with a richer rule language (Section 5).

We experimentally test the performance of RuDiK on three popular and widely used KBs, namely DBPEDIA [1], YAGO [5], and WIKIDATA [3]. We show that our system delivers accurate rules, with a relative increase in average precision.
by 45% both in the positive and in the negative settings w.r.t. state-of-the-art systems. Also, differently from other proposals, RuDiK performs consistently well with KBs of all sizes on a regular laptop. Finally, we demonstrate how discovered negative rules provide Machine Learning algorithms with training examples of quality comparable to examples manually crafted by humans (Section 6).

2 Preliminaries

We focus on discovering rules from RDF KBs. An RDF KB is a database that represents information through RDF triples \( \langle s, p, o \rangle \), where a subject (s) is connected to an object (o) via a predicate (p). Triples are often called facts. For example, the fact that Scott Eastwood is the child of Clint Eastwood could be represented through the triple \( \langle \text{Clint Eastwood}, \text{child}, \text{Scott Eastwood} \rangle \). RDF KB triples respect three constraints: (i) triple subjects are always entities, i.e., concepts from the real world; (ii) triple objects can be either entities or literals, i.e., primitive types such as numbers, dates, and strings; (iii) triple predicates specify real-world relationships between subjects and objects.

Differently from relational databases, KBs usually do not have a schema that defines allowed instances, and new predicates can be added by inserting triples. This model allows great flexibility, but the likelihood of introducing errors is higher than traditional schema-guided databases. While KBs can include T-Box facts to define classes, domain/co-domain types for predicates, and relationships among classes to check integrity, in most KBs – including the ones used in our experiments – such information is missing. Hence our focus is on the A-Box facts that describe instance data.

2.1 Language

Our goal is to automatically discover first-order logical formulas in KBs. More specifically, we target the discovery of Horn Rules with universally quantified variables only. A Horn Rule is a disjunction of atoms with at most one unnegated atom. In the implication form, they have the following format:

\[
A_1 \land A_2 \land \cdots \land A_n \Rightarrow B
\]

where \( A_1 \land A_2 \land \cdots \land A_n \) is the body of the rule (a conjunction of atoms) and \( B \) is the head of the rule (a single atom). However, it is logically equivalent to rewrite the atom in the head of the rule in its negated form in the body to emphasize contradictions:

\[
A_1 \land A_2 \land \cdots \land A_n \land \neg B \Rightarrow \bot
\]

We therefore distinguish between positive rules, which generate new facts (e.g., \( r_1 \) in Example 1), and negative rules (e.g., \( r_2 \) in Example 1), which identify incorrect facts, similarly to denial constraints for relational data [15]. An atom is a predicate connecting two variables, two entities, or an entity and a variable. For simplicity,
we write an atom with the notation \( \text{rel}(a,b) \), where \( \text{rel} \) is a KB predicate and \( a, b \) are either variables or entities. Given a rule \( r \), we define \( r_{\text{body}} \) and \( r_{\text{head}} \) as the body and the head of the rule, respectively, and refer to the variables in the head of the rule as the target variables.

We remark that we also discover rules with a body atom in its negated form in the head. The result is a formula that generates negative facts. For example, negative rule \( r_2 \) is obtained by rewriting in the body the atom \( \text{notChild} \) in the following rule:

\[
  r'_2 : \text{DOB}(a,v_0) \land \text{DOB}(b,v_i) \land v_0 > v_i \Rightarrow \text{notChild}(a,b)
\]

As shown in the negative rule, we allow literal comparisons in our rules. A literal comparison is a special atom \( \text{rel}(a,b) \), where \( \text{rel} \in \{<,\leq,\neq,>,\geq\} \), and \( a \) and \( b \) can only be assigned to literal values except if \( \text{rel} \) is equal to \( \neq \), i.e., we allow inequality comparisons for entities.

Given a KB \( kb \) and an atom \( A = \text{rel}(a,b) \) where \( a \) and \( b \) are two entities, we say that \( A \) holds over \( kb \) iff \( \langle a, \text{rel}, b \rangle \in kb \). Given an atom \( A = \text{rel}(a,b) \) with at least one variable, we say that \( A \) can be instantiated over \( kb \) if there exists at least one entity from \( kb \) for each variable in \( A \) s.t. if we substitute all variables in \( A \) with these entities, \( A \) holds over \( kb \). Transitively, we say that \( r_{\text{body}} \) can be instantiated over \( kb \) if every atom (with entities) in \( r_{\text{body}} \) can be instantiated and every literal comparison is logically true.

As in other approaches [8,12], we want to avoid Cartesian products in our rules and therefore define a rule valid iff every variable in it appears at least twice. Target variables already appear once in the head of the rule, but each non target variable must be involved in a join or in a comparison.

### 2.2 Rule Coverage

Given a pair of entities \((x,y)\) from a KB \( kb \) and a Horn Rule \( r \), we say that \( r_{\text{body}} \) covers \((x,y)\) if \((x,y) \models r_{\text{body}} \). In other words, given a rule \( r : r_{\text{body}} \Rightarrow x (a,b) \), \( r_{\text{body}} \) covers a pair of entities \((x,y) \in kb \) iff we can substitute \( a \) with \( x \), \( b \) with \( y \), and the rest of the body can be instantiated over \( kb \). Given a set of pair of entities \( E = \{(x_1,y_1),(x_2,y_2),\ldots,(x_n,y_n)\} \) and a rule \( r \), we denote by \( C_r(E) \) the coverage of \( r_{\text{body}} \) over \( E \) as the set of elements in \( E \) covered by \( r_{\text{body}} \): \( C_r(E) = \{(x,y) \in E | (x,y) \models r_{\text{body}} \} \).

Given the body \( r_{\text{body}} \) of a rule \( r \), we denote by \( r_{\text{body}}^{*} \) the unbounded body of \( r \). The unbounded body of a rule is obtained by keeping only atoms that contain a target variable and substituting such atoms with new atoms where the target variable is paired with a new unique variable. As an example, given \( r_{\text{body}} = \text{rel}_1(a,v_0) \land \text{rel}_2(v_0,b) \) where \( a \) and \( b \) are the target variables, \( r_{\text{body}}^{*} = \text{rel}_1(a,v_i) \land \text{rel}_2(v_i,b) \). While in \( r_{\text{body}} \) the target variables are bounded to be connected by variable \( v_0 \), in \( r_{\text{body}}^{*} \) they are unbounded. Given a set of pair of entities \( E = \{(x_1,y_1),(x_2,y_2),\ldots,(x_n,y_n)\} \) and a rule \( r \), we denote by \( U_r(E) \) the unbounded coverage of \( r_{\text{body}}^{*} \) over \( E \) as the set of elements in...
$E$ covered by $r^*_\text{body}$: $U_r(E) = \{(x, y) \in E \mid x, y \models r^*_\text{body}\}$. Note that, given a set $E$, $C_r(E) \subseteq U_r(E)$.

**Example 2:** We denote with $E$ the set of all possible pairs of entities in $kb$. The coverage of $r_2$ of Example 1 over $E$ (i.e., $C_{r_2}(E)$) is the set of all pairs of entities $(x, y) \in E$ s.t. both $x$ and $y$ have the DOB information and $x$ is born after $y$. The unbounded coverage of $r$ over $E$ (i.e., $U_r(E)$) is the set of all pairs of entities $(x, y) \in E$ s.t. both $x$ and $y$ have the DOB information, no matter what the relation between the two birth dates is.

The unbounded coverage is essential to distinguish between missing and inconsistent information: if for a pair of entities $(x, y)$ the DOB is missing for either $x$ or $y$ (or both), we cannot say whether $x$ was born before or after $y$. But if both $x$ and $y$ have the DOB and $x$ is born before $y$, we can affirm that $r_2$ does not cover $(x, y)$. Given that KBs are largely incomplete [20], discriminating between missing and conflicting information is essential. We extend the definition of coverage and unbounded coverage to a set of rules $R = \{r_1, r_2, \ldots, r_n\}$ as the union of individual coverages:

$$C_R(E) = \bigcup_{r \in R} C_r(E) \quad U_R(E) = \bigcup_{r \in R} U_r(E)$$

### 3 Rule Discovery for Noisy KBs

For the sake of simplicity, we define the discovery problem for a single target predicate given as input. To obtain all rules for a given KB, we compute rules for every predicate in it. We characterize a predicate with two sets of pairs of entities. The generation set $G$ contains examples for the target predicate, while the validation set $V$ contains counter examples for the same. Consider the discovery of positive rules for the child predicate; $G$ contains true pairs of parents and children and $V$ contains pairs of people who are not in a child relation. If we want to identify errors (negative rules), the sets of examples are the same, but they switch role. To discover negative rules for child, $G$ contains pairs of people not in a child relation and $V$ contains pairs of entities respecting the child relation.

We formalize next the exact discovery problem. In the following definitions, we assume for the sake of simplicity that all possible valid rules and the sets of examples have been already generated, we detail in the rest of the paper how they are efficiently obtained from the KB.

**Definition 1:** Given a KB $kb$, two sets of pairs of entities $G$ and $V$ from $kb$ with $G \cap V = \emptyset$, and all the valid Horn Rules $R$ for $kb$, a solution for the exact discovery problem is a subset $R'$ of $R$ s.t.:

$$\arg\min_{R'} (\text{size}(R')) (C_{R'}(G) = G \land (C_{R'}(V) \cap V = \emptyset))$$

The exact solution is the minimal set of rules that covers all pairs in $G$ and none of the pairs in $V$. It minimizes the number of rules in the output (size $(R')$) to avoid
overfitting rules covering only one pair, as such rules have no impact when applied on the KB. In fact, given a pair of entities \((x, y)\), there is always an overfitting rule whose body covers only \((x, y)\) by assigning target variables to \(x\) and \(y\) as shown next.

**Example 3:** Consider the discovery of positive rules for the predicate \(\text{couple}\) between two persons using as example the Obama family. A positive example is \((\text{Michelle, Barack})\) and a negative example is their daughters \((\text{Malia, Natasha})\). Given three rules:

\[
\begin{align*}
  r_3 &: \text{livesIn}(a, v_0) \land \text{livesIn}(b, v_0) \Rightarrow \text{couple}(a, b) \\
  r_4 &: \text{hasChild}(a, v_i) \land \text{hasChild}(b, v_i) \Rightarrow \text{couple}(a, b) \\
  r_5 &: \text{hasChild}(\text{Michelle, Malia}) \land \text{hasChild}(\text{Barack, Malia}) \\
  &\quad \Rightarrow \text{couple}(\text{Michelle, Barack})
\end{align*}
\]

Rule \(r_3\) states that two persons are a couple if they live in the same place, while rule \(r_4\) states that they are a couple if they have a child in common. Assuming the information \(\text{livesIn}(x,y)\) and \(\text{hasChild}(x,y)\) are in the KB, both rules \(r_3\) and \(r_4\) cover the positive example. Rule \(r_4\) is an exact solution, as it does not cover the negative example, while this is not true for \(r_3\), as also the daughters live in the same place. Rule \(r_5\) explicitly mentions entity values (constants) in its head and body. It is also an exact solution, but it applies only for the given positive example.

If any of the \(\text{hasChild}\) relationships between the parents and the daughters is missing in \(G\), the exact discovery would find only \(r_5\) as a solution. This highlights that the exact discovery is not robust to data problems in KBs. Even if a valid rule exists semantically, missing triples or errors for the examples in \(G\) and \(V\) can lead to faulty coverage. In the worst case, every rule in the exact solution would cover only one example in \(G\), i.e., a set of overfitting rules with no effect when applied on the KB.

### 3.1 Weight Function

Given errors and missing information in both \(G\) and \(V\), we drop the requirement of exactly covering the sets with the rules. In other words, we mine rules that hold for most of the data (soft-constraints), as we want to be robust w.r.t. noise and incompleteness. However, coverage is a strong indicator of quality: good rules should cover several examples in \(G\), while covering elements in \(V\) can be an indication of incorrect rules. We model this idea in a weight associated with every rule.

**Definition 2:** Given a KB \(kb\), two sets of pair of entities \(G\) and \(V\) from \(kb\) with \(G \cap V = \emptyset\), and a Horn Rule \(r\), the weight of \(r\) is defined as follow:

\[
w(r) = \alpha \cdot (1 - \frac{|C_r(G)|}{|G|}) + \beta \cdot \left(\frac{|C_r(V)|}{|U_r(V)|}\right)
\]

with \(\alpha, \beta \in [0, 1]\) and \(\alpha + \beta = 1\), thus \(w(r) \in [0, 1]\).
The weight captures the quality of a rule w.r.t. \( G \) and \( V \): the better the rule, the lower the weight – a perfect rule covering all generation elements of \( G \) and none of the validation elements in \( V \) has a weight of 0. The weight is made of two components normalized by parameters \( \alpha \) and \( \beta \). The first component captures the coverage over the generation set \( G \) – the ratio between the coverage of \( r \) over \( G \) and \( G \) itself. The second component quantifies the coverage of \( r \) over \( V \). The coverage over \( V \) is divided by the unbounded coverage of \( r \) over \( V \), instead of the total elements in \( V \), because some elements in \( V \) might not have the predicates stated in \( r_{\text{body}} \). Intuitively, we restrict \( V \) with unbounded coverage to validate on “qualifying” examples that have the information tested by the rule’s body.

Parameters \( \alpha \) and \( \beta \) give relevance to each component. A high \( \beta \) steers the discovery towards rules with high precision by penalizing the ones that cover negative examples, while a high \( \alpha \) champions the recall by favoring rules covering more generation examples.

**Example 4:** Consider again rule \( r_2 \) of Example 1 and two sets of pairs of entities \( G \) and \( V \) from a KB \( kb \). The first component of \( w_r \) is computed as 1 minus the number of pairs \((x, y)\) in \( G \) where \( x \) is born after \( y \) divided by the number of elements in \( G \). The second component is the ratio between number of pairs \((x, y)\) in \( V \) where \( x \) is born after \( y \) and number of pairs \((x, y)\) in \( V \) where both birth dates are known in \( kb \), i.e., examples with missing birth dates are not in \( U_{r_2}(V) \).

**Definition 3:** Given a set of rules \( R \), the weight for \( R \) is:

\[
w(R) = \alpha \cdot (1 - \frac{|C_R(G)|}{|G|}) + \beta \cdot \left( \frac{|C_R(V)|}{U_{R}(V)} \right)
\]

Weights enable the modeling of the presence of errors in KBs. Consider the case of negative rule discovery, where \( V \) contains positive examples from the KB. We report in the experimental evaluation several negative rules with significant coverage over \( V \), which corresponds to errors in the KB.

### 3.2 Problem Definition

We can now state the approximate version of the problem.

**Definition 4:** Given a KB \( kb \), two sets of pair of entities \( G \) and \( V \) from \( kb \) with \( G \cap V = \emptyset \), all the valid Horn Rules \( R \) for \( kb \), and a \( w \) weight function for \( R \), a solution for the robust discovery problem is a subset \( R' \) of \( R \) such that:

\[
\arg\min_{R'} \left( w(R')|C_{R'}(G) = G \right)
\]

The robust version of the discovery problem aims to identify rules that cover all elements in \( G \) and as few as possible elements in \( V \). Since we do not want overfitting rules, we do not generate in \( R \) rules having constants in both target variables.
We can map this problem to the *weighted set cover problem*, which is proven to be NP-complete [21]. The reduction follows immediately from the following mapping: the set of elements (universe) corresponds to the generation examples in $G$, the input sets are identified by the rules defined in $R$ (where each rule covers a subset of $G$), the non-negative weight function $w : r \rightarrow \mathbb{R}$ is $w(r)$ in Definition 2, and the cost of $R$ is defined to be its total weight, according to Definition 3.

4 Rule and Example Generation

In this Section we describe how to generate the universe of all possible rules. We start by assuming that the positive and the negative examples are given, and then show how they can be computed. However, our approach is independent of how $G$ and $V$ are generated: they could be manually crafted by domain experts, with significant additional manual effort.

We detail the discovery of positive rules having true facts in $G$ and false facts in $V$. In the dual problem of negative rule discovery, our approach remains unchanged, we just switch the roles of $G$ and $V$. The generation set $G$ is formed out of false facts, while the validation set $V$ is built from true facts.

4.1 Rule Generation

In the universe of all possible rules $R$, each rule must cover one or more examples from the generation set $G$. Thus the universe of all possible rules is generated by inspecting the elements of $G$ alone. We translate a KB $kb$ into a directed graph: entities and literals are the nodes, and there is a directed edge from node $a$ to node $b$ for each triple $\langle x, rel, y \rangle \in kb$. Edges are labelled with the relation $rel$ that connects subject to object. Figure 1 shows four triples.

![Figure 1: Graph example for four triples from DBpedia.](image)

The body of a rule can be seen as a path in the graph. In Figure 1, the body $\text{child}(a,b) \land \text{parent}(b,a)$ corresponds to the path $\text{Clint Eastwood} \rightarrow \text{Scott Eastwood} \rightarrow \text{Clint Eastwood}$. As defined in Section 2.1, a valid body contains target variables $a$ and $b$ at least once, every other variable at least twice, and atoms are transitively connected. If we allow navigation of edges independently of the edge direction, we can translate bodies of valid rules to valid paths on the graph. Given a pair of entities $(x, y)$, a valid body corresponds to a valid path $p$ on the graph such that: (i) $p$ starts at the node $x$; (ii) $p$ covers $y$ at least once; (iii) $p$ ends...
in \( x \), in \( y \), or in a different node that has been already visited. Given the body of a rule \( r_{\text{body}} \), \( r_{\text{body}} \) covers a pair of entities \((x, y)\) iff there exists a valid path on the graph that corresponds to \( r_{\text{body}} \). This implies that for a pair of entities \((x, y)\), we can generate bodies of all possible valid rules by computing all valid paths starting at \( x \) with a standard BFS. The key point is the ability to navigate each edge in any direction by turning the original directed graph into an undirected one. However, we need to keep track of the original direction of the edges. This is essential when translating paths to rule bodies. In fact, an edge directed from \( a \) to \( b \) produces the atom \( \text{rel}(a, b) \), while \( b \) to \( a \) produces \( \text{rel}(b, a) \).

Since every node can be traversed multiple times, for two entities \( x \) and \( y \) there might exist infinite valid paths starting from \( x \). This is avoided with a \( \text{maxPathLen} \) parameter that determines the maximum number of edges in the path, i.e., the maximum number of atoms allowed in the corresponding body of the rule. We show the impact of this parameter in Section 6.

We now describe the two main steps in our generation of the universe of all possible rules for \( G \).

1. **Create Paths.** Given a pair of entities \((x, y)\), we retrieve from the KB all nodes at a distance smaller than \( \text{maxPathLen} \) from \( x \) or \( y \), along with their edges. The retrieval is done recursively: we maintain a queue of entities, and for each entity in the queue we execute a SPARQL query against the KB to get all entities (and edges) at distance 1 from the current entity – we call these queries *single hop queries*. At the \( n \)-th step, we add the new found entities to the queue iff they are at a distance less than \( (\text{maxPathLen} - n) \) from \( x \) or \( y \) and they have not been visited before. The queue is initialized with \( x \) and \( y \). Given the graph for every \( p_{x, y} \), we then compute all valid paths starting from every \( x \).

2. **Evaluate Paths.** Computing paths for every example in \( G \) implies also computing the coverage over \( G \) for each rule. The *coverage* of a rule \( r \) is the number of elements in \( G \) for which there exists a path corresponding to \( r_{\text{body}} \). Once the universe of all possible rules has been generated (along with coverages over \( G \)), computing coverage and unbounded coverage over \( V \) requires only the execution of two SPARQL queries against the KB for each rule in the universe.

Since one of our goals is to increase the expressive power of discovered rules, we generate different atom types as detailed next.

**Literal comparison.** We want predicate atoms with comparisons beyond equalities. To discover such atoms, the graph representation must contain edges that connect literals with one (or more) symbol from \{\(<, \leq, \neq, >, \geq\}\}. As an example, Figure 1 would contain an edge ‘\(<\)’ from node “March 31, 1930” to node “March 21, 1986”. Unfortunately, the original KB does not contain this kind of information explicitly, and materializing such edges among all literals is infeasible.

However, in our algorithm we discover paths for a pair of entities from \( G \) in isolation. The size of the graph resulting for a pair of entities is orders of magnitude smaller than the KB, thus we can afford to compare all literal pairwise comparisons within a single example graph. Besides equality comparisons, we add ‘\(>\)’, ‘\(\geq\)’, ‘\(<\)’, ‘\(\leq\)’ relationships between numbers and dates, and ‘\(\neq\)’ between all
literals. These new relationships are treated as normal atoms (edges): $x \geq y$ is equivalent to $\text{rel}(x, y)$, where $\text{rel}$ is equal to $\geq$.

**Not equal variables.** The “not equal” operator introduced for literals is useful for entities as well. Consider the rule:

$$\text{bornIn}(a, x) \land x \neq b \land \text{president}(a, b) \Rightarrow \bot$$

It states that if a person $a$ is born in a country that is different from $b$, then $a$ cannot be the president of $b$. One way to consider inequalities among entities is to add edges among all pairs of entities in the graph. However, this strategy is inefficient and would lead to many meaningless rules. To limit the search space while aiming at meaningful rules, we use the $\text{rdf:type}$ triples associated to entities. We add an inequality edge in the input example graph only between pairs of entities of the same type (as in the example above).

**Constants.** Finally, we allow the discovery of rules with constant selections. Suppose that for the above president rule, all examples in $G$ are people born in “U.S.A.”, and there is at least one country for which this rule is not valid. According to our problem statement, the right rule is therefore:

$$\text{bornIn}(a, x) \land x \neq \text{U.S.A.} \Rightarrow \neg \text{president}(a, \text{U.S.A.})$$

To discover such atoms, we promote a variable $v$ in a given rule $r$ to an entity $e$ iff for every $(x, y) \in G$ covered by $r$, $v$ can always be instantiated with the same value $e$.

### 4.2 Input Example Generation

Given a KB $kb$ and a predicate $\text{rel} \in kb$, we automatically build a generation set $G$ and a validation set $V$ as follows. $G$ consists of positive examples for the target predicate $\text{rel}$, i.e., all pairs of entities $(x, y)$ such that $(x, \text{rel}, y) \in kb$. $V$ consists of counter (negative) examples for the target predicate. These are more complicated to generate because of the open world assumption in KBs. Differently from classic databases, we cannot assume that what is not stated in a KB is false (closed world assumption), thus everything that is not stated is unknown. However, since the likelihood of two randomly selected entities being a positive example is extremely low, one simple way of creating false facts is to randomly select pairs from the Cartesian product of the entities [17]. While this process gives negative examples with a very high precision, only a very small fraction of these entity pairs are semantically related. This semantic aspect has effects in the applications that use the generated negative examples. In fact, unrelated entities have less meaningful paths than semantically related entities and this is reflected in lower quality in the experimental results.

A semantic connection is guaranteed for positive examples by definition, since pairs in $G$ are always connected at least by the target predicate. To generate negative examples that are likely to be correct (true false facts) and that are semantically
related, we mine the facts to identify the entities that are more likely to be complete, i.e., entities for which the KB contains full information. This process is done exploiting and extending the popular notion of Local-Closed World Assumption (LCWA) [6, 8]. LCWA states that if a KB contains one or more object values for a given subject and predicate, then it contains all possible values. For example, if a KB contains one or more children of Clint Eastwood, then it contains all his children. This is always true for functional predicates (e.g., capital), while it might not hold for non-functional ones (e.g., child). We extend this intuition also to predicates rather than entities. If a KB contains a relation between two entities $x$ and $y$, then it contains all relations between $x$ and $y$.

Under this assumption, we can identify entities that are likely to be complete and generate negative examples taking the union of entities satisfying the LCWA. For a predicate $rel$, a negative example is a pair $(x, y)$ where either $x$ is the subject of one or more triples $(x, rel, y')$ with $y \neq y'$, or $y$ is the object of one or more triples $(x', rel, y)$ with $x \neq x'$. For example, if $rel = \text{child}$, a negative example is a pair $(x, y)$ s.t. $x$ has some children in the KB who are not $y$, or $y$ is the child of someone who is not $x$. Moreover, for a candidate negative example over entities $(x, y)$, $x$ must be connected to $y$ via a predicate that is different from the target predicate. In other words, given a KB $kb$ and a target predicate $rel$, $(x, y)$ is a negative example if $(x, rel', y) \in kb$, with $rel' \neq rel$. These restrictions make the size of $V$ of the same order of magnitude of $G$, and guarantee that, for every $(x, y) \in V$, $x$ and $y$ are semantically related by at least one predicate.

**Example 5:** A negative example $(x, y)$ for the target predicate $\text{child}$ has the following characteristics: (i) $x$ and $y$ are not connected by a $\text{child}$ predicate; (ii) either $x$ has one or more children (different from $y$) or $y$ has one or more parents (different from $x$); (iii) $x$ and $y$ are connected by a predicate that is different from $\text{child}$ (e.g., colleague).

To enhance the quality of the input examples and avoid cases of mixed types, we require that for every example pair $(x, y)$, either in $G$ or $V$, all the $x$ occurrences have the same type, same for the $y$ values.

## 5 Discovery Algorithm

We introduce a greedy approach to solve the approximate discovery problem (Section 3.2). Since the number of possible rules can be very large, we introduce an algorithm that generates only promising rules from the KB, while preserving the same quality guaranteed by the exhaustive generation.

### 5.1 Marginal Weight for a Greedy Algorithm

Our goal is to discover a set of rules to produce a weighted set cover for the given examples. We therefore follow the intuition behind the greedy algorithm for weighted set cover by defining a marginal weight for rules that are not yet included in the solution [21].
Definition 5: Given a set of rules $R$ and a rule $r$ such that $r \notin R$, the marginal weight of $r$ w.r.t. $R$ is defined as:

$$w_m(r) = w(R \cup \{r\}) - w(R)$$

The marginal weight quantifies the weight increase by adding $r$ to an existing set of rules. Since the problem aims at minimizing the total weight, we never add a rule to the solution if its marginal weight is greater than or equal to 0.

If all rules have been generated, the algorithm for greedy rule selection is quite straightforward: given a generation set $G$, a validation set $V$, and the universe of all possible rules $R$, pick at each iteration the rule $r$ with minimum marginal weight and add it to the solution $R'$. The algorithm stops when one of the following termination conditions is met: 1) $R$ is empty – all the rules have been included in the solution; 2) $R'$ covers all elements of $G$; 3) the minimum marginal weight is greater than or equal to 0, i.e., among the remaining rules in $R$, none of them has a negative marginal weight.

The greedy solution guarantees a $\log(k)$ approximation to the optimal solution [21], where $k$ is the largest number of elements covered in $G$ by a rule in $R$. If the optimal solution is made of rules that cover disjoint sets over $G$, then the greedy solution coincides with the optimal one.

5.2 A Graph Traversal

The greedy algorithm for weighted set cover assumes that the universe of rules $R$ has been generated. To generate $R$, we need to traverse all valid paths from a node $x$ to a node $y$, for every pair $(x, y) \in G$. But do we need all possible paths for every example?

Example 6: Consider the mining of positive rules for the target predicate spouse. The generation set $G$ includes two examples $g_1$ and $g_2$ shown as graphs in Figure 2. Assume for simplicity that all rules in the universe have the same coverage and unbounded coverage over the validation set $V$. One candidate rule is $r: \text{child}(x, v_0) \land \text{child}(y, v_0) \Rightarrow \text{spouse}(x, y)$, stating that entities $x$ and $y$ with a common child are married. In the graph, $r$ covers both $g_1$ and $g_2$. Since all rules have the same coverage and unbounded coverage over $V$, there is no need to generate any other rule. In fact, any other candidate rule will not cover new elements in $G$, therefore their marginal weights will be greater than or equal to 0. Thus the creation and navigation of edges livesIn in $g_1$, worksAt in $g_2$, and partner in $g_2$ is not needed.
Based on the above observation, we avoid the generation of the entire universe \( R \), but rather consider at each iteration the most promising path on the graph. The same intuition is behind the A* graph traversal algorithm [22]. For each example \((x, y) \in G\), we start the navigation from \( x \). We keep a queue of not valid rules, and at each iteration we consider the rule with the minimum marginal weight, which corresponds to paths in the example graphs. We expand the rule by following the edges, and we add the new founded rules to the queue of not valid rules. Unlike A*, we do not stop when a rule (path) reaches the node \( y \) (i.e., becomes valid). Whenever a rule becomes valid, we add the rule to the solution and we do not expand it any further. The algorithm keeps looking for plausible paths until one of the termination conditions of the greedy cover algorithm is met.

A crucial point in A* is the definition of the estimation cost. To guarantee the solution to be optimal, the estimation must be admissible [22], i.e., the estimated cost must be less than or equal to the actual cost. In our setting, given a rule that is not yet valid and needs to be expanded, we define an admissible estimation of the marginal weight.

**Definition 6:** Given a rule \( r : A_1 \land A_2 \cdots A_n \Rightarrow B \), we say that a rule \( r' \) is an expansion of \( r \) iff \( r' \) has the form \( A_1 \land A_2 \cdots A_n \land A_{n+1} \Rightarrow B \).

In the graph traversal, expanding \( r \) means traversing one further edge on the path defined by \( r_{\text{body}} \). To guarantee the optimality condition, the estimated marginal weight for a rule \( r \) that is not valid must be less than or equal to the actual weight of any valid rule that is generated by expanding \( r \). Given a rule and some expansions of it, we can derive the following.

**Lemma 1:** Given a rule \( r \) and a set of pair of entities \( E \), then for each \( r' \) expansion of \( r \) iff \( r' \) has the form \( A_1 \land A_2 \cdots A_n \land A_{n+1} \Rightarrow B \).

The above Lemma states that the coverage and unbounded coverage of an expansion \( r' \) of \( r \) are contained in the coverage and unbounded coverage of \( r \), respectively, and directly derives from the augmentation inference rule for functional dependencies [14].

The only positive contribution to marginal weights is given by \( \left| C_{R\cup\{r\}}(V) \right| \). \( \left| C_{R\cup\{r\}}(V) \right| \) is equivalent to \( \left| C_R(V) \right| + \left| C_r(V) \setminus C_R(V) \right| \), thus if we set \( \left| C_r(V) \setminus C_R(V) \right| = 0 \) for any \( r \) that is not valid, we guarantee an admissible estimation of the marginal weight. We estimate the coverage over the validation set to be 0 for any rule that can be further expanded, since expanding it may bring the coverage to 0.

**Definition 7:** Given a not valid rule \( r \) and a set of rules \( R \), we define the estimated marginal weight of \( r \) as:

\[
W_m^n(r) = -\alpha \cdot \frac{|C_r(G) \setminus C_R(G)|}{|G|} + \beta \cdot \left( \frac{|C_R(V)|}{|UR_{R\cup\{r\}}(V)|} - \frac{|C_R(V)|}{|UR_R(V)|} \right)
\]

The estimated marginal weight for a valid rule is equal to the actual marginal weight from Definition 5. Valid rules are not considered for expansion, therefore
Algorithm 1: RuDiK Rule Discovery.

**Algorithm 1: RuDiK Rule Discovery.**

**input**: $G$ – generation set

**input**: $V$ – validation set

**input**: $\text{maxPathLen}$ – maximum rule body length

**output**: $R_{\text{opt}}$ – union of rules in the solution

1. $R_{\text{opt}} \leftarrow \emptyset$;
2. $N_f \leftarrow \{x|(x,y) \in G\}$;
3. $Q_r \leftarrow \text{expandFrontiers}(N_f)$;
4. $r \leftarrow \text{argmin}(w^*_m(r))$;
5. repeat
6.   $Q_r \leftarrow Q_r \setminus [r]$;
7.   if $\text{isValid}(r)$ then
8.     $R_{\text{opt}} \leftarrow R_{\text{opt}} \cup \{r\}$;
9.   else
10.      // rules expansion
11.         if length($r_{\text{body}}$) < $\text{maxPathLen}$ then
12.             $N_f \leftarrow \text{frontiers}(r)$;
13.             $Q_r \leftarrow Q_r \cup \text{expandFrontiers}(N_f)$;
14.             $r \leftarrow \text{argmin}(w^*_m(r))$;
15.         end
16.     until $Q_r = \emptyset \lor C_{R_{\text{opt}}}(G) \neq G \lor w^*_m(r) \geq 0$;
17. if $C_{R_{\text{opt}}}(G) \neq G$ then
18.     $R_{\text{opt}} \leftarrow R_{\text{opt}} \cup \text{singleInstanceRule}(G, C_{R_{\text{opt}}}(G))$;
19. end
20. return $R_{\text{opt}}$

we do not need to estimate their weights since we know the actual ones. Given Lemma 1, we can easily see that $w^*_m(r) \leq w^*_m(r')$, for any $r'$ expansion of $r$. Thus our marginal weight estimation is admissible.

We are ready to introduce Algorithm 1, which shows the modified set cover procedure, including the $A^*$-like rule generation. For a rule $r$, we call frontier nodes, $N_f(r)$, the last visited nodes in the paths that correspond to $r_{\text{body}}$ from every example graph covered by $r$. Expanding a rule $r$ implies navigating a single edge from any frontier node. In the algorithm, the set of frontier nodes is initialized with starting nodes $x$, for every $(x,y) \in G$ (Line 2). The algorithm maintains a queue of rules $Q_r$, from which it chooses at each iteration the rule with minimum estimated weight. The function expandFrontiers retrieves all nodes (along with edges) at distance 1 from frontier nodes and returns the set of all rules generated by this one hop expansion. $Q_r$ is therefore initialized with all rules of length 1 starting at $x$ (Line 3). In the main loop, the algorithm checks if the current best rule $r$ is valid or not. If $r$ is valid, it is added to the output and it is not expanded (Line 8). If $r$ is not valid, it is expanded iff the length of its body is less than $\text{maxPathLen}$ (Line 10). The termination conditions and the last part of the algorithm are the same of the greedy set-cover algorithm.

The simultaneous rule generation and selection of Algorithm 1 brings multiple benefits. First, we do not generate the entire graph for every example in $G$. Nodes
and edges are generated on demand, whenever the algorithm requires their navigation (Line 12). Rather than materializing the entire graph and then traversing it, our solution gradually materializes parts of the graph whenever they are needed for navigation (Lines 3 and 12). Second, the weight estimation leads to pruning unpromising rules. If a rule does not cover new elements in $G$ and does not unbounded cover new elements in $V$, then it will be pruned.

6 Experiments

We implemented the above techniques in RuDiK, our system for Rule Discovery in Knowledge Bases (https://github.com/stefano-ortona/rudik). We carried out an experimental evaluation of our approach and grouped the results in four categories: (i) demonstrating the quality of our output for positive and negative rules; (ii) comparing our method with the state-of-the-art systems; (iii) showing the applicability of rule discovery to create representative training data to learning algorithms; (iv) testing the role of the parameters in the system.

Settings. Experiments were run on a desktop with a quad-core i5 CPU at 2.80GHz and 16GB RAM. We used OpenLink Virtuoso, optimized for 8GB RAM, with its SPARQL query endpoint on the same machine. Weight parameters were set to $\alpha = 0.3$ and $\beta = 0.7$ for positive rules, and to $\alpha = 0.4$ and $\beta = 0.6$ for negative rules. We set the maximum number of atoms admissible in the body of a rule ($maxPathLen$) to 3. We discuss the role of these parameters in Section 6.4.

Evaluation Metrics. We evaluated the effectiveness of RuDiK in discovering both positive and negative rules. For every KB, we first ordered predicates according to descending popularity (i.e., number of triples having that predicate). We then picked the top 3 predicates for which we knew there existed at least one meaningful rule, and other 2 top predicates for which we did not know whether some meaningful rules existed or not.

The evaluation of the discovered rules has been done according to the best practice for rule evaluation [8]. If a rule was clearly semantically correct, we marked all its results over triples as true. If a rule correctness was unknown, we randomly sampled 30 triples either among the new facts (for positive rules) or among the errors (for negative rules), and manually checked them. The precision of a rule is then computed as the ratio of correct assertions out of all assertions. Source code and test results, including annotated examples and rules, are available online at https://github.com/stefano-ortona/rudik.
6.1 Quality of Rule Discovery in RuDiK

The first set of experiments evaluated the accuracy of discovered rules over three popular KBs: DBPEDIA, YAGO, and WIKIDATA. Table 1 shows the characteristics of these KBs.

Size is important, as loading a KB entirely in memory requires to either use large amount of memory [12, 18], or to shrink it by eliminating the literals [8]. Given the small memory footprint of our algorithm, we can mine rules with commodity HW resources and retain the literals, which are crucial for obtaining expressive rules. While RuDiK takes as input a target predicate at a time, it can discover rules over the entire KB by applying the same procedure on every predicate in it. We discuss next results for subsets of predicates because the manual annotation of the identified new facts and errors is a very expensive process. However, when RuDiK is executed on all the predicates of a KB, results are consistent in terms of number of discovered rules and execution times. For example, for 600 predicates in DBPEDIA we mined about 3000 positive rules, with at most 26 rules for a predicate, and 4000 negative rules, with at most 32 rules for a predicate.

Positive Rules RuDiK. We evaluate the precision for the positive discovered rules on the top 5 predicates for each KB. The number of new induced facts varies significantly from rule to rule. To avoid the overall precision to be dominated by such rules, we first compute the precision for each rule, and then average values over all induced rules. Table 2 reports precision values, along with predicates average running time, and the number of manually annotated triples. We distinguish predicates for which there exist at least one correct rule (in bold), and all predicates.

For some predicates, such as academicAdvisor, child, and spouse, the discovered rules have a precision above 95% in all KBs. However, when we consider all predicates, average precision values are brought down by few predicates, such as founder, where meaningful positive rules probably do not exist at all. In other terms, when a rule existed, the system was able to find it, but it was not able to recognize cases where no positive rules existed. Our experience show that it suffices to read the rules to recognize that they are semantically wrong and should be discarded, i.e., it is immediate for a human to see that it is not possible to derive a founder from the information on persons and companies. Also, results show that the more accurate is the KB, the better is the quality of the discovered rules. WIKIDATA contains very few errors, since it is manually curated, while DBPEDIA and YAGO are automatically generated by extracting information from the Web, hence their quality is significantly lower.

<table>
<thead>
<tr>
<th>KB</th>
<th>Avg. RunTime</th>
<th>Avg. Precision over Predicates with Rules (All)</th>
<th># Labeled Triples</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBPEDIA</td>
<td>35min</td>
<td>97.14% (63.99%)</td>
<td>139</td>
</tr>
<tr>
<td>YAGO</td>
<td>59min</td>
<td>84.44% (62.86%)</td>
<td>150</td>
</tr>
<tr>
<td>WIKIDATA</td>
<td>141min</td>
<td>98.95% (73.33%)</td>
<td>180</td>
</tr>
</tbody>
</table>
The running time is influenced by the size of the KB. The more edges we have on average for a node (entity), the more alternative paths we test while traversing the graph. Another relevant aspect is the target predicate involved. Some entities have a large number of outgoing and incoming edges, e.g., entity “United States” in WIKIDATA has more than 600K. When the generation set includes such entities, the navigation of the graph is slower. Parameter maxPathLen also impacts the running time. The longer the rule, the bigger is the search space, as we discuss in Section 6.4.

Table 3: RuDiK Negative Rules Accuracy.

<table>
<thead>
<tr>
<th>KB</th>
<th>Avg. Run Time</th>
<th># Pot. Errors</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBPEDIA</td>
<td>19min</td>
<td>499 (84)</td>
<td>92.38%</td>
</tr>
<tr>
<td>YAGO 3</td>
<td>10min</td>
<td>2,237 (90)</td>
<td>90.61%</td>
</tr>
<tr>
<td>WIKIDATA</td>
<td>65min</td>
<td>1,776 (105)</td>
<td>73.99%</td>
</tr>
</tbody>
</table>

Negative Rules RuDiK. We evaluate discovered negative rules as the percentage of correct errors identified for the top 5 predicates in each KB. Table 3 shows, for each KB, the total number of potential erroneous triples found with the discovered rules, whereas the precision is computed as the percentage of actual errors among potential errors. Numbers in brackets show the number of triples manually annotated to obtain the precision.

Negative rules have better accuracy than positive ones when considering all predicates. This is due to the fact that negative rules exist more often than positive rules. While quality of the rules is good, especially on the more noisy KBs, we also discover rules that are supported by the large majority of the data, but do not hold semantically. For example, we identify the rule that two people with same gender cannot be married both in YAGO and WIKIDATA. Such rule has a 94% precision in YAGO and 57% in WIKIDATA. Differently from positive rules, literals play a key role in negative rules. In fact, several correct negative rules rely on temporal aspects in which something cannot happen before/after something else. Temporal information is usually expressed through dates and years, which are represented as literal values in KBs.

Discovering negative rules is faster than discovering positive rules because of the different nature of the examples covered by validation queries. Whenever we identify a candidate rule, we execute the body of the rule against the KB with a SPARQL query to compute its coverage over the validation set. These queries are faster for negative rules since the validation set only contains entities directly connected by the target predicate, whereas in the positive case the validation set corresponds to counter examples that do not have this property and are more expensive to evaluate.

6.2 Comparative Evaluation

We compared our methods against AMIE [8], a state-of-the-art positive rule discovery system for KBs. AMIE assumes that the given KB fits into memory and
Table 4: AMIE Dataset characteristics.

<table>
<thead>
<tr>
<th>KB</th>
<th>Size</th>
<th>#Triples</th>
<th>#Predicates</th>
<th>#rdf:type</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBPEDIA</td>
<td>551M</td>
<td>7M</td>
<td>10,342</td>
<td>22.2M</td>
</tr>
<tr>
<td>YAGO 2</td>
<td>48M</td>
<td>948.3K</td>
<td>38</td>
<td>77.9M</td>
</tr>
</tbody>
</table>

AMIE discovers positive rules for every predicate. It then outputs all rules that exceed a given threshold and ranks them according to a coverage function.

Given its in-memory implementation, AMIE went out of memory for the KBs of Table 1 on our machine. Thus, we used the modified versions of YAGO and DBPEDIA from the AMIE paper [8], which are devoid of literals and rdf:type facts. Removing literals and rdf:type triples drastically reduce the size of the KB. Since our approach needs type information (for the generation of $G$ and $V$ and for the discovery of inequality atoms), we run AMIE on its original datasets, while for our algorithm we used the AMIE dataset plus rdf:type triples. Last column of Table 4 reports the number of triples added to the original AMIE dataset.

Positive Rules Comparison. We first compare against AMIE on its natural setting: positive rule discovery. For this setting, we ran RuDiK as follows: we first list all the predicates in the KB that connect a subject to an object. We then computed for both subject and object the most popular rdf:type that is not super class of any other most popular type. We finally ran our approach sequentially on every predicate, with $maxPathLen = 2$ (AMIE default setting).

AMIE discovers 75 output rules in YAGO, and 6090 in DBPEDIA. We followed their experimental setting and picked the first 30 best rules according to their score. We then picked the rules produced by our approach on the same head predicate of the 30 best rules output of AMIE.

Figures 3 and 4 report the results on YAGO and DBPEDIA, respectively. We plot the total cumulative number of new unique facts (x-axis) versus the aggregated precision (y-axis) when incrementally including in the solution the rules according to their descending (AMIE’s) score. Rules from AMIE produce more predictions, but with significant lower accuracy in both KBs. This is because many good rules are preceded by meaningless ones in the ranking, and it is not clear how to set a proper $k$ to get the best ones. In RuDiK, instead of the conventional ranking

![Figure 3: Accuracy for new facts identified by executing rules in descending AMIE’s score on YAGO 2 (no literals).](image-url)
mechanism, we use a scoring function that discovers only inherently meaningful rules with enough support. As a consequence, RuDiK outputs just 11 rules for 8 target predicates on the entire YAGO – for the remaining predicates RuDiK does not find any rule with enough support. If we limit the output of AMIE to the best 11 rules in YAGO (same output as our approach), its final accuracy is still 29% below our approach, with just 10K more predictions.

**Negative Rules Comparison.** While AMIE has not been designed to discover negative rules, we created a baseline solution on top of it. First, we created a set of negative examples (Section 4.2) for each predicate in the top-5. For each negative example, we added a new fact to the KB by connecting the two entities with the negation of the predicate. For example, we added a notSpouse predicate connecting each pair of people who are not married according to our generation technique. We then ran AMIE on these new predicates.

<table>
<thead>
<tr>
<th>KB</th>
<th>AMIE # Errors</th>
<th>AMIE Precision</th>
<th>RuDiK (no literals) # Errors</th>
<th>RuDiK (no literals) Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBPEDIA</td>
<td>457 (157)</td>
<td>38.85%</td>
<td>148 (73)</td>
<td>57.76%</td>
</tr>
<tr>
<td>YAGO 2</td>
<td>633 (100)</td>
<td>48.81%</td>
<td>550 (35)</td>
<td>68.73%</td>
</tr>
</tbody>
</table>

Table 5 shows that RuDiK outperforms AMIE in both cases with an absolute precision gain of almost 20% (41-49% relative). The drop in quality for RuDiK w.r.t. the results in Section 6.1 is because of the KBs without literals. Numbers in brackets show the number of triples manually annotated.

**Running Time.** On our machine, AMIE could finish the computation on YAGO 2, while for other KBs it got stuck after some time. For these cases, we stopped the computation if there were no changes in the output for more than 2 hours. Running times for AMIE are different from [8], where it was run on a 48GB RAM server.

Table 6 reports the running time on different KBs. The first five KBs are AMIE modified versions, while YAGO 3 includes literals and rdf:type. The second column shows the total number of predicates for which AMIE produced at least one rule before getting stuck, while in brackets we report the total number of pred-
Table 6: Total Run Time Comparison

<table>
<thead>
<tr>
<th>KB</th>
<th>#Predicates</th>
<th>AMIE</th>
<th>RuDiK</th>
<th>Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>YAGO 2</td>
<td>20</td>
<td>30s</td>
<td>18m,15s</td>
<td>12s</td>
</tr>
<tr>
<td>YAGO 2s</td>
<td>26 (38)</td>
<td>&gt; 8h</td>
<td>47m,10s</td>
<td>11s</td>
</tr>
<tr>
<td>DBPEDIA 2.0</td>
<td>904 (10342)</td>
<td>&gt; 10h</td>
<td>7h,12m</td>
<td>77s</td>
</tr>
<tr>
<td>DBPEDIA 3.8</td>
<td>237 (649)</td>
<td>&gt; 15h</td>
<td>8h,10m</td>
<td>37s</td>
</tr>
<tr>
<td>WIKIDATA</td>
<td>118 (430)</td>
<td>&gt; 25h</td>
<td>8h,2m</td>
<td>11s</td>
</tr>
<tr>
<td>YAGO 3</td>
<td>72</td>
<td>-</td>
<td>2h,35m</td>
<td>128s</td>
</tr>
</tbody>
</table>

icates in the KB. The third and fourth columns report the total running time of the two approaches. Despite being disk-based, RuDiK successfully completes the task faster than AMIE in all cases, except for YAGO 2. This is because of the very small size of this KB, which fits in memory. However, when we deal with complete KBs (YAGO 3), the KB could not even be loaded due to out of memory errors. The last column reports the running time to compute rdf:type information for all predicates.

Other Systems. We found other available systems to discover rules in KBs. In [11], the system discovers rules that are less general than our approach; on YAGO 2, it discovers 2K new facts with a precision lower than 70%, while the best rule we discover on YAGO 2 already produces more than 4K facts with a 100% precision. A recent system [12] implements AMIE algorithm with a focus on scalability. They do not modify the mining part and the output is the same as AMIE. We did not compare with classic Inductive Logic Programming systems [16, 23], as these are already significantly outperformed by AMIE both in accuracy and running time.

6.3 Machine Learning Application

The goal of these experiments is to demonstrate the applicability of our approach in providing Machine Learning (ML) algorithms meaningful training examples. We chose DeepDive [4], a ML framework for information extraction. DeepDive extracts entities and relations from text articles via distant supervision. The key idea behind distant supervision is to use an external source of information (e.g., a KB) to provide training examples for a supervised algorithm. For example, DeepDive can extract mentions of married couples from text documents. In such a scenario, it uses DBPEDIA to label some pairs of entities as true positive (pairs of married couples that can be found in DBPEDIA). Unfortunately, KBs provide positive examples only. Hence in DeepDive the burden of creating negative examples is left to the user. We compared the output of DeepDive upon its spouse example trained with different sets of negative examples over two datasets. To evaluate our approach for this task, we created negative examples with the rules obtained on DBPEDIA with RuDiK.

Figure 5 shows DeepDive accuracy plot run on 1K input documents. The accuracy plot shows the fraction of correct positive predictions over total predictions (y-axis), for each output probability value (x-axis). The perfect algorithm, marked by the dotted blue line, would predict all facts with a probability of 1 and zero facts.
Figure 5: DeepDive executions with different training examples – 1K articles.

Figure 6: DeepDive executions with different training examples – 1M articles.

When we extend the input to 1M articles, things change drastically (Figure 6). All approaches except OnlyPos can successfully drive DeepDive in the training, with the examples provided with RuDiK leading to the best result. This is because of the quality of the negative examples: our rules generate representative...
examples that help DeepDive in understanding discriminatory features between positive and negative labels. The output of ManualSample and RuDiK are very similar, meaning that we can use our approach to simulate user behavior and automatically produce negative examples.

6.4 Internal Evaluation

We briefly outline the most relevant findings when studying the impact of individual components in RuDiK.

Table 7: Effect of Negative Examples Generation Strategy on DBPedia.

<table>
<thead>
<tr>
<th>Strategy</th>
<th># Potential Errors</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>247</td>
<td>95.95%</td>
</tr>
<tr>
<td>LCWA_Random</td>
<td>263</td>
<td>95.82%</td>
</tr>
<tr>
<td>RuDiK</td>
<td>499</td>
<td>92.38%</td>
</tr>
</tbody>
</table>

LCWA. We study the effect of the LCWA assumption for the generation of negative examples. Given a predicate \( p \), we tested three different generation strategies: RuDiK strategy (as detailed in Section 4.2), Random (randomly select \( k \) pairs \( (x, y) \) from the Cartesian product s.t. triple \( \langle x, p, y \rangle \not\in kb \)), and LCWA (RuDiK strategy without the constraint that \( x \) and \( y \) must be connected by a predicate different from \( p \)). Table 7 reports the results for the discovered rules. Random and LCWA_Random show similar behavior, with a slightly better precision than RuDiK. This is because whenever we randomly pick examples from the Cartesian product of subject and object, the likelihood of picking entities from a different time period is very high, and negative rules pivoting on time constraints are usually correct. Instead, by forcing \( x \) and \( y \) to be connected with different predicate, we generate semantically related examples that lead to different rules. Rules such as \( \text{parent}(a,b) \Rightarrow \text{notSpouse}(a,b) \) are not generated with random strategies, since the likelihood of picking two people that are in a parent relation is very low. While we use LCWA in our default configuration, the results show the robustness of the algorithm w.r.t. the quality of the negative examples.

Effect of Literals. Since previous KB rule discovery approaches exclude literals from the mining [8, 11, 12], we wanted to quantify the impact of having literal rules. Table 8 reports the output precision obtained by running RuDiK with and without literals. Including literal values into rule mining has a considerable impact on final accuracy, both for positive and negative rules. The effect is particularly

<table>
<thead>
<tr>
<th>Rules</th>
<th>With Literals</th>
<th>Without Literals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run Time</td>
<td>Precision</td>
<td>Run Time</td>
</tr>
<tr>
<td>+ve</td>
<td>~35min</td>
<td>63.99%</td>
</tr>
<tr>
<td>-ve</td>
<td>~20min</td>
<td>92.38% (499)</td>
</tr>
</tbody>
</table>

Table 8: Rules Accuracy without Literals on DBPedia.
evident for negative rules, where excluding literals involves finding less than half potential errors (numbers in brackets) with a lower precision. `founder` is the most evident example: RuDiK discovers 79 potential errors with a 95% precision with literal rules, while there are no errors output using rules without literals.

Surprisingly, including literals reduces also the running time. This is due to the pruning effect of the $A^*$ search: if we include literals the algorithm can find the rules rather sooner, resulting from the pruning imposed upon several paths on the graph. Instead if we excluded literals, these paths cannot be pruned and need to be inspected by the algorithm which entails a bigger search space.

**Rules Length Impact.** The `maxPathLen` parameter fixes the maximum number of atoms allowed in the body of a rule. Low values for `maxPathLen` may exclude from the search space meaningful rules, while high values may exponentially increase the search space and consequently the running time.

Table 9 reports accuracy values and run times for different `maxPathLen` settings. If we set `maxPathLen = 2` we observe a significant improvement in running time, at the expense of losing several meaningful rules. In particular we lose all the rules that involve literals comparison, as these require a minimum of three atoms in the body. This is particularly evident for negative rules, where we spot a fewer number of errors (in round brackets) with a lower precision. At the other side of the spectrum, with `maxPathLen = 4` the search space explodes and RuDiK was not capable of finishing the computation within 24 hours for each predicate. We therefore report the accuracy of rules discovered in 24 hours of computation. The results are comparable to those computed with `maxPathLen = 3`, provided the absence of rules that might have been discovered after 24 hours. Furthermore, we did not notice any new discovered correct rule with body length equal to 4. Rules with length 4 are usually very complex to understand, and when executed over the KB they often return an empty result (i.e., they are useless both for discovering additional information and for identifying inconsistencies). Here a couple of examples of output rules with length 4:

$$\text{birthPlace}(a, v_0) \land \text{areaTotal}(v_0, v_1) \land \text{viafId}(b, v_2) \land v_1 < v_2 \Rightarrow \text{academicAdvisor}(a, b)$$  \hspace{1cm} (2)

$$\text{foundingYear}(a, v_2) \land \text{birthPlace}(b, v_0) \land \text{foundingYear}(v_1, v_2) \land \text{foundationPlace}(v_1, v_0) \Rightarrow \text{founder}(a, b)$$ \hspace{1cm} (3)

We therefore decided that `maxPathLen = 3` is a good compromise between a reasonable running time and a good output accuracy.
Figure 7: α Parameter Performance Impact.

**Effect of Weight Parameters.** Our weight function is governed by two different parameters: α and β, with \( \alpha \in [0, 1] \) and \( \beta = 1 - \alpha \) (Section 3.1). This experiment aims at establishing the optimal value to assign to α and β, and to quantify the impact of the two parameters on the overall performance. We recall that α quantifies the relevance of the coverage over the generation set, while β is the importance of the coverage over the validation set. In other words, a high α supports high recall over precision, while a high β supports a high precision over recall. Figure 7 shows the variation of F1-Score with different values of α for both positive and negative rules on DBPEDIA. For each different run, we manually label each output rule as true or false, where the total number of correct rules for each predicate is the union of all possible correct rules over all the runs. We then compute Precision, Recall, and F1-Score at rule level. On one hand, setting \( \alpha = 0 \) produces an empty output, since we neglect the coverage over the generation set and we are just after rules that do not cover any element of the validation set. On the other hand, setting \( \alpha = 1 \) means chasing rules just based on the coverage over the generation set, no matter what the coverage over the validation set is. This strategy ends up in producing a huge amount of rules (high recall), with very few correct rules (low precision). Optimal values for α lie somewhere in between. For positive rules, the best assignment is \( \alpha = 0.3 \) and \( \beta = 0.7 \). Since discovering correct positive rules is more challenging than negative ones, favoring precision over recall gives the best accuracy. For negative rules instead, the best assignment is \( \alpha = 0.4 \) and \( \beta = 0.6 \). Since negative rules are often correct, we can relax the constraint over precision and be slightly more recall oriented. In both the cases, the variation in performance for \( \alpha \in [0.1, 0.9] \) is anyway limited (≤ 12%), showing the robustness of the set cover problem formulation.

**A* pruning impact.** Another aspect we wanted to quantify is the benefit brought by the A* algorithm upon the overall running time. Figure 8 shows the running time, for each target predicate, of the A* algorithm (light-colored bars) against a modified version that first generates the universe of all possible rules,
and then applies the greedy set cover algorithm on such a universe (dark-colored bars). The last two predicates refer to the y-axis labels on the right hand side, as these predicates have a significantly higher running time. In the figure (P) refers to positive rules, while (N) indicates negative rules. The A* strategy allows the pruning of several unpromising paths and avoids the generation of such paths thus saving upon loading the corresponding RDF instances from the disk. This is directly reflected in the running times, where we notice an average of 50% improvement. When there exist rules that cover many examples from the generation set (e.g., successor (P), founder (P)), the algorithm is capable of identifying such rules rather early, thus pruning several unpromising paths that cover a subset examples from the generation set. In such cases the running time improvement is above 70%.

Ineffectiveness of Ranking. Ranking based rule discovery approaches mine all the rules and emit the top-k rules (w.r.t. a user defined scoring function) which are expected to be the most meaningful ones. We conducted rule discovery experiments to mine both positive and negative rules using a ranking variant of RuDiK where all possible rules are discovered and subsequently, the top-k rules were output, k being set to a value of 10.

Figures 9 and 10 show the comparison of the standard RuDiK using marginal scoring function to emit a compact meaningful rule set against ranking based RuDiK which outputs the top-10 rules as per the scoring function from the entire set of all possible rules over all the chosen 5 predicates in DBPEDIA. In each of these figures, we plot the rank-wise frequency of valid and invalid rules from both RuDiK and ranking-based RuDiK. For instance, in Figure 9, the blue color indicates all the rules which lie within the top-10 ranks, whereas the green and the brown indicate the rules falling into the ranges 11-20 and 21-30 respectively. Likewise, the x-axis in Figure 10 denotes the rank ranges and the colors indicate the type of rules emitted which is due to the presence of more ranks. The y-axis represents the number of rules (which are denoted by frequency) present in each
ranked range in both these figures. It is essential to note that in the case of RuDiK, though the notion of rank is not defined, it is borrowing the equivalent ranks from ranked RuDiK to assign them to the corresponding rules.

In Figure 9, while we can notice that there are fewer invalid positive rules discovered by both the variants of RuDiK, there are also fewer total rules discovered by the standard RuDiK as compared to the ranked RuDiK. However, the precision of RuDiK is higher than that of ranked RuDiK which implies the retainment of more meaningful rules by the former as compared to the latter. It is also crucial to note that the rules discovered by RuDiK also belong to the corresponding rank ranges 11 to 20 and 21 to 30 which are not captured by the top-10 ranking based approach. When examined manually, these rules were indeed found to be meaningful. For instance, we found that though ranking based RuDiK shows to have captured more rules in total, most of them are highly specific variants of the same rule formed by augmenting more atoms to a single well-discovered atom involving predecessor(b,a) for the predicate successor and the equivalent single meaningful atom for the predicate academicAdvisor(b,a) involves notableStudent. On the contrary, the rules discovered by RuDiK figuring at the tail-end in the corresponding ranked order output of ranking based RuDiK are distinctly unique from each other and not cloned augmentations of a single meaningful rule.

![Figure 9: Comparison with ranking based RuDiK for positive rule mining](imageURL)
Figure 10: Comparison with ranking based RuDiK for negative rule mining

The trend of valid rules discovered by RuDiK occurring at later rank ranges is more visible in the case of negative rule mining in Figure 9. The only valid rule for the predicate founder implying that a person born after the company was founded can never be its founder figures at a rank of 127 when emitted by ranked RuDiK. This leads to the correct rule never appearing in the top-10 rules whereas it is included in the compact rank set discovered by the standard variant of RuDiK. Nevertheless, the best rule output by the ranking based version is always emitted by RuDiK. The observation of augmentations of a single meaningful rule appearing as top-10 ranked set also holds for negative rule discovery in the case of spouse, child and ceremonialCounty.

7 Related Work

A significant body of work has addressed the problem of discovering constraints over relational data. Dependencies are discovered over the attributes of a given schema and encoded into formalisms, such as Functional Dependencies [14] and Denial Constraints [15]. However, these techniques cannot be applied to KBs for three main reasons: (i) the schema-less nature of RDF data and the open world assumption; (ii) traditional approaches rely on the assumption that data is either clean or has a negligible amount of errors, which is not the case with KBs; (iii) even when the algorithms are designed to support more errors [9,24], there are scalability issues on large RDF datasets: a direct application of relational database techniques on RDF KBs requires the materialization of all possible predicate combina-
tions into relational tables. Recently, Fan et al. [25] laid the theoretical foundations of Functional Dependencies on Graphs. However, their language covers only a portion of our negative rules and does not include general literal comparisons, which we have shown to be useful when detecting errors in KBs.

RuDiK is the first approach that is generic enough to discover both positive and negative rules in RDF KBs. Rule mining approaches designed for positive rule discovery in RDF KBs, such as AMIE [8] and OP algorithm [12], load the entire KB into memory prior to the graph traversal step. This is a constraint for their applicability over large KBs, and neither of these two approaches can afford value comparison. In contrast to them, by generating the graph on-demand, RuDiK discovers rules on a small fraction of the KB. This makes it scalable and the low memory footprint enables a bigger search space with rules that can have literal comparisons. We showed in the experimental section how RuDiK outperforms AMIE both in final accuracy and running time. Finally, [11] recommends new facts by using association rule mining techniques. Their rules are made only of constants and are therefore less general than the rules generated by RuDiK.

ILP systems such as WARMR [16] and ALEPH\(^1\) are designed to work under the CWA and require the definition of positive and negative error-free examples. It has been showed how this assumption does not hold in KBs and that AMIE outperforms these two systems [8]. Sherlock [19] is an ILP system that extracts first-order Horn Rules from Web text. While extending RuDiK to free text is an interesting future work, the statistical significance estimate needs a threshold to discover meaningful rules. Detection of semantic errors in KBs has also been tackled by using ILP methods to discover axioms concerning properties’ domain and range restrictions that identify contradictions [23]. Another approach identifies outliers after grouping subjects by type [26]. For example, for “population” it groups by “city” and “state” and then detects anomalies. Both methods are orthogonal to our negative rules.

8 Conclusion

We presented RuDiK, a rule discovery system that mines both positive and negative rules on noisy and incomplete KBs. Positive rules identify new valid facts for the KB, while negative rules identify errors. Negative rules not only identify potential errors in KBs, but also generate representative training data for ML algorithms. We experimentally showed that our approach generates concise sets of meaningful rules with high precision, is scalable, and can work with existing KBs.

Open questions are related to the interactive discovery of the rules. It is not clear if and how it is possible to drastically reduce the runtime of the discovery with sampling of examples while not compromising on the quality of the mined rules. Another interesting direction is to discover more expressive rules that can

\(^1\)https://www.cs.ox.ac.uk/activities/machinelearning/Aleph/aleph
exploit temporal information through smarter analysis of literals [9], e.g., “if two person have age difference greater than 100 years, then they cannot be married”.
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