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a b s t r a c t

In this paper we address the support of wearable mHealth applications in LTE and future
5G networks following a holistic approach that spans across the elements of a mobile
network. The communication requirements change from one application to another so we
propose a measurement methodology to facilitate the selection of the user equipment to
fulfil these requirements. We also discuss a new network architecture to support traffic
prioritization, RAN programmability, low latency and group communications to over-
the-top applications. Our proposal is validated using several realistic experimentation
platforms and the results show that mHealth systems can benefit from our approach.
© 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The trend in mobile networks used to support healthcare services was recognized by the World Health Organization
in 2011 [1], where they defined the concept of mHealth as ‘‘the communication or consultation between health professionals
about patients using the voice, text, data, imaging, or video functions of a mobile device’’. One key finding of this report was that
‘‘The Americas (75%), European (64%) and South-East Asia (62%) regions reported high rates of adoption of mobile telemedicine
initiatives, though a large proportion of these initiatives were informal or in the pilot phase’’. Since that report, in just five years,
many more opportunities for mHealth have arisen due to the evolution of the Internet of Things (IoT), the deployment of
LTE networks and the definition of the requirements for future 5G networks. One emerging application domain is the use of
5G wearables and other sensors technology, continuously reporting data on a patient’s state over a mobile network to the
hospital or to the command centre in case of disasters.

WearablemHealth applications span acrossmany different network scenarios, like very dense sensor networks providing
real time information of users or real-time streaming video transmissions to support early diagnosis on field. Mobile
communications standardization bodies are increasing efforts to provide technology to support these type of applications,
which can have diverse requirements. Some discussion about the requirements of mHealth applications is provided in [2]
and [3].

To successfully deploy these wearable-based mHealth applications on a massive scale we need to provide specific
data transmission mechanisms in networks to ensure aspects such as performance, network efficiency and reliability. For
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instance, mobile networks are usually optimized to increase the speed of file or video download (from the network to the
user), but IoT sensors and wearables require good quality transmission in the uplink. In addition, other requirements are
related to low latency communications (time to travel the network from the sensor to the consumer), traffic prioritization
schemes (obtaining the right to send data in case of congestion in dense areas) or seamless handover (transparent change
from one cell to a new cell). However, such specific requirements, which are also common in other mission critical
applications, are still not supported by the commercial mobile networks (see [4]).

This paper presents an approach to overcome some of the challenges posed by mHealth communications, as laid out
in the European project Q4Health [5]. To do so we propose techniques to optimize the services both from the wearable
and network perspectives. From a wearable point of view we propose a methodology to select the most appropriate User
Equipment (UE). Experience has taught us that UE data sheets are not enough to make an optimal decision as they cannot
provide a realistic view of the final behaviour of the application. The impact of the device driver, the platform, the traffic
profile cannot be ignored when selecting the UE. With this approach we can provide insights into the affect of the execution
platform, on the behaviour of the platform with different mobility patterns, the latencies both in the data and control plane
and the energy consumption of the full system.

Regarding the network, we have provided an architecture that, in an API network, exposes functionality to third parties.
Using this API mHealth applications can request QoS from the network to protect their traffic, ask for low latency or group
communications and exploit the RAN programmability to better adapt the network scheduling to their applications. Low
latency services are provided by Mobile Edge Computing (MEC) architectures with different approaches, exploiting the data
plane as in [6,7] or exploiting the control plane information. With the same architecture we can provide more efficient
group communications by bypassing the core network. In order to implement traffic priorities two different approaches
are provided, one exploiting the already existing functionality in LTE networks and another aimed at 5G networks. In the
latter we work in the MAC scheduler using an SDN-based approach with a controller in charge of applying policies to the
schedulers. All these functionalities can be requested/configured by third parties, with the proper technical and business
agreements with the network operator, and are exposed in an API so that they can be accessed programmatically.

The whole approach is validated with a set of experiments over two experimental platforms PerformNetworks [8,9] and
OperAirInterface [10].

The rest of the paper is organized as follows: Section 2 provides a state of the art of the different topics explored in this
paper. The overall optimization approach and the validation methodology are described in Section 3. Section 4 provides an
overview of the optimization procedures to select the best UE, which covers the behaviour on the cell edge, the data plane
latency, the power consumption and the throughput. Section 5 is devoted to the proposed network architecture to improve
mHealth applications, providing details on the QoS enforcement, the latency reduction techniques, the optimized group
communications and the RAN programmability to support the scheduling techniques employed in the platform as well as
some results on downlink optimization. Section 6 analyses the results and discusses their strong and weak points. Finally
Section 7 details conclusions and future work.

2. Related work

In this section we first discuss existing work on IoT and critical services in mobile networks; then we give an overview of
scheduling strategies in the base stations. The state of the art in low latency solutions is also analysed.

2.1. Cellular networks to support critical services and IoT

Moving towards integrated 5G communications and driven by the need to satisfy extreme requirements for critical
applications, like healthcare, the research community is reconsidering the role of commercial cellular networks. In [4] a
detailed study is provided by the European Union, analysing the use of broadband communications for mission-critical and
high-speed applications. The interested reader is directed to FirstNet [11] for related activities in the US. In [12] broadcast
communications for public safety LTE networks are described, using a number of different options for multicast resource
allocation. The proposed schemes are used to secure optimal radio resource efficiency using a mix of synchronous and
asynchronous multicast traffic, and provide public safety services with minimal interruptions due to mobility. This is also
discussed in [13], which focuses on the use of the functionality for mission critical communications. The effects of mobility
on critical communications are also studied in [14], while in [15] Maskey et al. provide a comprehensive latency analysis for
M2M applications in LTE networks.

2.2. LTE scheduling strategies

In LTE networks the most important factor that affects end user performance is the way Resource Block (RB) allocation
is performed at the MAC layer. Some general discussions on LTE scheduling strategies can be found in [16]. Algorithms
are categorized as (a) channel independent; (b) channel sensitive, where a distinction exists when the objective is (b1) to
maximize the QoS requirements of each UE (QoS aware scheduling) or (b2) to be fair among UEs (QoS unaware scheduling).
Other categories include delay-based algorithms and power-based algorithms. A survey for the uplink case and SC-FDMA is
presented in [17], which is of particular interest for the video uplink transmissions that are proposed in this paper. In [18]
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a three-step iterative scheduling is proposed where scheduling is done on per-user-per-service basis. The MAC scheduler
analyses the parameters associatedwith all the logical channels (service radio bearers) for each user and applies a scheduling
algorithm to the packets of logical channels individually rather than just at the user level. The authors of [19] proposed a
similar approach in two steps, validated with a simulator. In [20] a scheduling algorithm based in QoS and DRX cycles is
proposed for VoIP applications, and the approach is validated with a system level simulator. In [21] the problem of Resource
Blocks allocation is again researched for the downlink, where the authors present the case of single user optimization with
the optimal MCS allocation and multi-user throughput optimal scheduling.

2.3. Optimization of the network to support critical services and e-Health

Related work for optimizing mobile networks that support eHealth services and also involve IoT devices, considers the
use of Software Defined Network (SDN) technologies to configure the behaviour of the components in the mobile network.
Nguyen et al. provide a comprehensive survey of SDN for these networks in [22]. Non-standard approaches usually focus on
the data plane such as the dynamic allocation of resources to tunnels in the network [23]. Programmable SDN underlay with
a focus on Healthcare applications is also researched in [24] where a Health IoT solution is proposed.

The authors in [25] advocate the use of LTE gateways for mobile health environments. This is themost common approach
in the literature with regard to pervasive computing systems [26]. Note however that with the coming of new IoT standards
(i.e., NB-IoT [27]), sensors could be directly connected to the network thanks to miniaturization and power consumption
optimization. IoT gateway systems could exploit new standard ways to optimize the data path in mobile networks, and to
consider newcloud-baseddesigns (like theMEC [28]),whichhave been applied to optimized video streaming services in [29].
Another concept similar to MEC is FOG computing, which has been analysed for Internet of Things applications in [30].

3. Optimization of mHealth applications

This section provides an overview of our approach, which is based on the optimization of the UE as well as network
evolution. Our approach is driven by a use case, awearable video platform for emergency services, which is described further
on. Finally we describe the validation methodology that has been followed.

3.1. Approach

In order to improve the mHealth communications we employ a holistic approach and try to optimize both the network
and the components of the integrated communication system that supports the mHealth applications.

One important aspect for the mHealth application is the selection of an appropriate UE. Usually over-the-top solutions
integrate their own communication systems (as opposed to those running over consumermobile devices). This is particularly
useful for wearable systems, which are normally integrated with different devices to optimize the overall performance. The
selection of the UE has to be done taking into the account many different performance indicators, as well as considering
other factors such as cost or size. To provide realistic data about the terminals we define a set of measurements aiming to
support an optimal selection, which are:

• Maximum Output Power and Receiver Sensitivity: these are used to characterize the behaviour of the UE on the cell
edge. The DUT maximum output power influences the performance of the uplink connection for the mobile users
on the cell edge and other scenarios with poor coverage; thus for applications with high mobility it is an important
parameter. Additionally the receiver sensitivity affects the performance of the UE for the downlink data receptions
close to the cell edge, as the UE will receive very low power.

• Power Consumption: is a key factor in eHealth and IoT scenarios where autonomy is very important. We investigate
the instantaneous power consumption and also estimate of the battery life by forcing the application to work in
different network conditions.

• Throughput: in order to provide a realistic characterization we estimate the throughput under different mobility
patterns, also obtaining the jitter and packet loss.

• Control Plane Latency: the control plane procedures affect the overall latency of the data plane. We provide
measurements for the attach procedure, the service request and the dedicated bearer establishment procedure.
The attach procedure comprises all the signalling required when the UE has to register in the network. It performs
the identification and verification of the UE SIM, the establishment of security, the allocation of resources, and the
capabilities negotiation. The service request is a procedure that is triggered when the UE is in energy saving mode
(named idle mode) and needs to transmit data. This procedure is particularly relevant for devices with long periods of
silence, which go to idle more easily. Finally the dedicated bearer establishment procedures are also analysed as they
are relevant for applications requiring traffic prioritization.

• Data Plane Latency: we provide some measurements obtained with applications that analyse the Round Trip Time
(RTT) of ICMP packets in each of the segments of the network. Additionally we extract information of the time taken
by each of the segments of the network.
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(a) End user glasses. (b) Belt-mounted wearable.

Fig. 1. BlueEye platform detail.

These measurements for the Device Under Test (DUT) can be acquired using it in the final platform base and in order
to facilitate the device selection by highlighting its behaviour in different situations. The detailed methodology as well as
results of a comparison of two different devices are provided in Section 4.

Regarding the network optimization we propose an enhanced LTE architecture, geared towards 5G evolution, which
provides functionality to support prioritization, reliability, low latency and group communications. All the functionality
is exposed in an API that can be called by third party applications in order to trigger it. This improves the flexibility
of the network and eases the deployment of critical mHealth services, simplifying the interaction with the operator
programmatically.

To support QoS enforcement on LTE networks, the API exploits the PCRF Rx interface [31], which was traditionally
employed by the IP Multimedia Subsystem, in order to trigger QoS demands to the network. The QoS demands on the Rx
interface will trigger dedicated bearer establishment in the network, so some figures on the use of dedicated bearers with
commercial base stations are also provided.

Low latency services are provided by MEC architectures, two principal types of solutions are provided, one based on the
data plane analysis and another on the control plane. The data plane solutions analyse the GTP traffic to decidewhich packets
have to be addressed to the fog, and which can provide sufficient performance but requires downlink data to work. To avoid
this requirement the control plane analysis can be placed in the architecture. The sameMEC architecture can be exploited to
support group communications, providing the distribution of the data for the group in the MEC servers, avoiding part of the
traffic towards the EPC. This scenario is useful for sensor network communications and to supportmulticast communications
of small groups.

The RAN programmability is supported by exploiting the FlexRAN, which is a programmable framework. Through the
separation of the RAN control and data plane and aided by virtualized control functions and control delegation features,
FlexRAN provides a flexible control plane that is designed with support for real-time control applications, programmability
and flexibility for different degrees of coordination among RAN infrastructure elements. The FlexRAN solution is also
extended to support RAN slicing capabilities. Using the enhanced FlexRAN API, a dedicated network slice for the mHealth
application can operate in parallel with other network slices, with guarantees on performance and isolation.

3.2. Motivating use case

The validation of the integrated solution is done via a specific mHealth use case demonstration. In the integrated system,
the network and system optimization procedures developed are demonstrated for an eHealth real-time video wearable
platform named BlueEye. The platform consists of mounted safety glasses (see Fig. 1) that provide high definition video to
paramedics and emergency services. The video is sent over an LTE connection and connected to a backend that provides
a measurement framework, video distribution services and the VELOX system, which allows access to all third party
functionality such as end-to-end orchestration.

The BlueEye platform provides the driving use case for the technological innovations of the project. Paramedics will use
the wearable video platform to send video of a patient to a Hospital, where specialists can provide an early diagnosis. The
videowill be transmitted on site, in both outdoor and indoor scenarios, and from pedestrian fading profiles to vehicular ones
when the paramedic moves from the field to the ambulance. Additionally we have foreseen an emergency scenario where a
hospital campaign is deployed and the video from the emergency services is transmitted both to the field and fixed hospitals.
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Table 1
Comparison between DUT A and DUT B.

DUT A DUT B

Sensitivity (dBm) −123.1 −126.6
Maximum output power (dBm) 21.6 22.5
Power consumption (mW) 0.5303 0.5408

3.3. Methodology

To validate our approach we have used two experimental platforms PerformNetworks [8,9] and OpenAirInterface [10],
both featuring realistic LTE and 5G equipment. The platforms have been used to perform different experiments to provide a
characterization of the methodology and the network improvements proposed.

The UE selection methodology has been performed using Keysight UXM and T2010 units, which are pieces conformance
testing equipment, combined with Spirent channel emulators. The conformance testing units can emulate a base station
but with full control of the parameters of the LTE-A protocol stack. The units support downlink channel emulation and to
introduce uplink fading and noise we use the channel emulator. This equipment has been combinedwith a LTE core network
emulator that provides functionality for all the core network elements depicted in Section 5.1.

To analyse the effect of some of the expected improvements of future 5G networks several prototypes are currently being
developed and integrated into the testbed andmade public for external applications. Furthermore, several proof of concepts
have been carried out employing commercial base stations and packet core networks.

Note that the open-sourceOpenAirInterface (OAI) system can also be used to generate low levelmeasurements and is able
to provide theCQI, RSRP andRSRQmeasurements calculated by theUE. Besides thesemeasurements the energy consumption
from the terminals can also be highly relevant in mobile eHealth applications. A power analyser is used to supply energy to
the UEs so samples from the current and voltage can be taken to estimate the instantaneous power consumption. For the
RAN programmability scheduling OAI eNB running over USRP B200mini software dened radio (SDR) cards and is combined
with a third party EPC.

Another important aspect of the UE is its behaviour under different signalling procedures, which includes what signalling
procedures are supported and how long it takes to finish them. Several tools for analysing the signalling messages from the
EPC have been implemented and used to characterize this behaviour. The tools are able to capture and dissect the messages
of the S1AP protocol, which provides the signalling service between the base station and the EPC in the S1 interface.

Finally, besides the application’s specific KPIs, several common application-specific KPIs are alsomeasured. These include
the data plane latency, which includes the latency introduced by the radios and the EPC components, throughput and jitter .

4. Selecting the Optimal UE

In this section we provide details about the UE selection methodology previously defined in Section 3.1, which can be
used to ease the selection of the most appropriate UE for a given mHealth application. Two different devices have been
evaluated following the proposed approach, hereinafter referred to as Device Under Test (DUT) A and DUT B. Specifically the
comparative evaluation aims to characterize the behaviour on the cell edge, the power consumption, the latency on the data
plane and the throughput. The importance of these characteristics can vary depending on the specific mHealth application.

4.1. Characterizing the behaviour on the cell edge

The behaviour on the cell edge is very important for wearable applications, which will normally be subject to high
mobility. The DUT maximum output power and the receiver sensitivity have been used to characterize the uplink and
downlink transceiver performance respectively.

4.1.1. UE maximum output power
LTE transmitter measurements are defined in the specifications [32] and [31]. The UE maximum output power test

measures the power transmitted by the DUT in the channel bandwidth when it is instructed to raise its power constantly
until limited by its power class. According to the specifications, DUTmaximum output power must be measured using QPSK
modulation and partial resource block (RB) allocation. Thiswill be themost frequent situation on the cell edge as bad channel
conditions will limit the uplink scheduling grant and the UE will reduce its modulation index due to these bad channel
measurements. This is done to meet the need for a robust modulation when the uplink signal cannot achieve a suitable level
at the base station because the power limits have been reached. For 20 MHz bandwidth the specification indicates that the
maximum number of allocated RB is 18. In these conditions the maximum output power obtained for the devices under test
is provided in Table 1.
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Table 2
IP performance measurements.

Ideal DUT A Ideal DUT B Pedest. DUT A Pedest. DUT B Vehic. DUT A Vehic. DUT B

Throughput (kbps) 49,715 49,716 31,088 37,709 9967 13,146
Jitter (ms) 0.42 0.47 3.75 2.05 3.78 3.54
Packet loss (%) 0 0 8.39 6.64 36.8 26.46

4.1.2. Receiver sensitivity
The worst case for downlink reception on the UE side is when the device receives a very low signal power, which is

typically called a sensitivity level test. When operating at very low power, the mobile device will mainly be affected by its
own noise in addition to external interferences. In order to minimize the impact of external interferences a shielding box,
which provides strong isolation from external impairments, has been used. This way themobile device receiver can be better
characterized. The following custom test sequence has been defined:

• Set the UE to its maximum power increasing transmit power control.
• Set the downlink power to −85 dBm/15 kHz (default in the testing standards).
• Enable Physical Downlink Shared Channel (PDSCH) transmission with Modulation and Coding Scheme Index (IMCS)

5. This causes QPSK to be used, which is consistent with the need for a robust modulation at the cell edge.
• All the subframes except 0 and 5 transmit in the downlink with this format, as stated in [33].
• Measure the average throughput during the time required to achieve statistical confidence as per the conformance

specification.
• In 1 dB steps, reduce the power and repeat the throughput measurement while the throughput exceeds 95% of the

maximum rate.
• When the throughput falls below that threshold, the power is increased 1 dB and the same process is repeated with

steps of 0.1 dB.
• In this second finer loop, the last power value where the throughput exceeds the 95% threshold (BLER below 5%) is

stored as the sensitivity value.

Following this approach we have obtained a sensitivity of −123.1 dBm for DUB A and −126.6 dBm for DUT B.

4.2. Power consumption

Another important characteristic that is part of our testing methodology is related to power consumption. Power
consumption testing is very important and directly impacts the battery life of the UE and it is a factor that usually varies
between different vendors.

In order to characterize the power consumption for each device, a set of experiments were carried out and the results
averaged over 5 test iterations. The power consumption samples were produced every 100 ms. Each test execution spans
over 120 s, where constant rate UDP traffic was generated at 50 Mbps in the uplink to ensure that the devices are operating
at their full capacity.

The test conditions have been selected to replicate a bad coverage scenario with high propagation losses. In such a
scenario, the devices under test are expected to transmit at their maximum available power to compensate the channel
propagation losses they estimate. In this case, very similar results for both DUTs have been obtained, with minor differences
in terms of average power consumption. The results are provided in Table 1.

4.3. Throughput performance

In order to assess the IP data performance with both mobile devices under impaired conditions, multiple experiments
seeking to reproduce scenarios with high propagation losses have been conducted. The conditions of the experiments are
intended to reproduce a worst case scenario where the mHealth service could be used in locations with poor coverage
conditions, where the communication integrity could be at risk and following different mobility patterns (static, pedestrian
and vehicular). When fading due to mobility is present, Additive White Gaussian Noise (AWGN) has been added to force an
statistical mean SNR of 20dB when the devices transmit at 23 dBm.

In accordance to test recommendations for application data testing, we have repeated each experiment 5 times.
Table 2 provides a summary of the results obtained during these experiments while Fig. 2 depicts the average throughput
represented in intervals of one millisecond.

According to the capability of the devices under test, they are capable of generating up to 51,024 Kbps at the LTE physical
layer, which is consistent with the results obtained at application level considering the headers introduced at the different
protocol layers. It can be observed that under static scenarios (scenarios without fading) the maximum uplink throughput
can be achieved for the whole test period.

As intuitively expected, the results obtained in the pedestrian scenario are better than in the vehicular case, as the former’s
propagation profile reproduces low speed conditions, and a lower number ofmultipath reflections. For the vehicular scenario
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Fig. 2. IP traffic measurements.

Table 3
Summary of the data plane analysis results.

Median RTT (ms) MAD RTT (ms)

DUT A 88,71 4,936
DUT B 92,714 5,004
DUT A (fading) 89,942 5,464
DUT B (fading) 93,733 5,061

the throughput degrades by a considerable percentage in respect the theoretical maximum due to the high Block Error Rate
(BLER) obtained in the uplink. Themean BLER in such a scenario is around 70%,while themaximumnumber of HARQ (Hybrid
ARQ) retransmissions has been configured to 4. This is aworkingpoint used tomeasure the available throughput in extremely
impaired radio conditions.

In the pedestrian scenario, the mean BLER is around 20%, RF conditions are still poor, which causes a significant
degradation of the throughput. Usually, BLER needs to be better than 10% in order to consider that radio propagation
conditions as favourable. Additionally, the lower profile speed causes instantaneous transmission power variations to be
slower over the time, causing a more noticeable ripple in the represented throughput for the pedestrian scenario.

Interestingly, despite having a lower throughput in both devices, the vehicular scenario seems to present a lower ripple.
This is caused by the averaging interval, because the vehicular profile fluctuates at a higher speed but maintains the same
statistical mean in the long term. It can be observed that the generated throughput is slightly but noticeably and consistently
higher in the second device under test in all propagation conditions except in the ideal conditions where both devices reach
the maximum.

This is strongly aligned with the results obtained in Table 1, where the second device has been measured to transmit
approximately 1 dB higher when tested at maximum power.

4.4. Latency of the data plane

Another important aspect of communications is the latency introduced by the components of the network. Several
solutions to reduce it are described in Section 5.3. Here a baseline of the delay introduced by the radio access of each DUT is
provided.

The results have been generated connecting theDUT to conformance testing equipmentmodified so it could be connected
to an EPC. In the EPC delay impairments are introduced in the S1-U (data plane interface with the eNB) and SGi (reference
point that connect the EPC with external networks). To characterize the KPI a tool has been developed. The tool analyses
PCAP traces of the UE, the S1-U interface and the SGi interface and provides an estimation of the RTT based on ICMP traffic.
The UE is configured to generate an ICMP request as soon as it receives a response. The results of this scenario are provided
in Table 3.

Additionally a comparison between the ideal and non-ideal channels is depicted in Fig. 3. The figure provides the
cumulative distribution function for the end-to-end delays. The behaviour in the ideal channel is better for both DUTs; there
are no radio access retransmissions so all the packets arrive in under 100 ms. For the non-ideal channel case a vehicular
scenario with an SNR of 6 has been considered. When introducing the fading and noise the results are slightly worse, with
more samples that exceed the 100 ms RTT.
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(a) Ideal channel. (b) Non ideal channel.

Fig. 3. Data plane latency measurements.

(a) CDF attach. (b) CDF DRB establishment. (c) CDF service request.

Fig. 4. Control plane latency measurements.

4.5. Latency of the control plane

The control plane latency can also affect the overall data plane delay of the system. For instance the attach procedure will
determine how fast the devices will be ready to send data when powered off, the service request will indicate how fast the
modem is ready to send data after exiting from an idle state and the dedicated bearer establishment time will indicate the
time consumed to start to prioritize data, as described in Section 5.2.

To characterize the behaviour of the UEs the EPC emulators have been collocatedwith the base stations and certain scripts
have been implemented. To produce attach samples, the EPC has been commanded to trigger a detach requestwith a reattach
required indicator. The service request has been achieved by commanding the UE to release the context and the dedicated
bearer establishment by forcing an establishment and a release continuously.

Fig. 4 depicts the CDF for the three procedures analysed. The dedicated bearer establishment consumes approximately
the same time in both devices while the attach and service request procedures are completed in less time by the DUT A.
Table 4 provides a summary of the median and MAD time for each of the DUTs. It is important to note that these results
are much lower than in real networks, the main reasons for this are the absence of other devices accessing the cell and the
local deployment of the core network. The local deployment will introduce an additional delay on all the procedures due
to the transport of the information from the base station to the EPC. The lack of other devices will worsen the attach time,
whichwill be higher due to larger random access delays, and the dedicated bearer procedures, which could fail due to lack of
resources in the base station. However, for the sake of comparison the results enough as we remove part of the uncertainty
that could be introduced by external factors.

5. The network optimization perspective

Besides the UE themselves the network can also be optimized to support mHealth applications. Some of the require-
ments typically required by these types of applications are high priority, low latency communication (e.g.: for real-time
communications), group communications (sensor networks) or traffic prioritization (critical applications). In this section a
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Table 4
Summary of the control plane procedures.

Procedure DUT A DUT B
Median (MAD) time Median (MAD) time

Attach 240.35 (9.29) ms 256.34 (10.39) ms
Dedicated Bearer Est. 54.06 (20.56) ms 55.49 (23.6) ms
Service Request 24.225 (1.5) ms 25.78 (2.076) ms

Fig. 5. The Q4Health project’s overall architecture.

full architecture supporting these features is presented and the different functionalities and components are described in
detail.

5.1. Network architecture for mHealth applications

Fig. 5 depicts an overview of the proposed architecture. There are three different areas, each related to different
domains (operator, operator for third party and Internet). The mobile network equipment (mainly the different radio access
technologies and the core network) is part of the operator domain, and anoperator domain for third parties is also considered.
This domain contains the components which affect the network that could be deployed by third parties. Finally the different
Internet domains are also considered. A specific interface (the third party API) to expose network functions to mHealth
applications has also been considered.

In the operator domain the LTE architecture is the standard one, with new components added to support seamless
handover to non 3GPP technologies. The main functionality is provided by the evolved Node B (eNB), which is the radio
base station of LTE and evolved Packet Core (EPC), which is the core network in LTE. In the EPC the basic functionality is
provided by the Mobility Management Entity (MME), the Serving Gateway (SGW), the Packet Data Network (PDN) Gateway
(P-GW), the Home Subscriber Server (HSS) and the Policy Charging and Subscriber Function (PCRF). The MME is in charge
of the control plane, supporting procedures such as registration (attach), dedicated bearer establishment or handover, and
is connected to the radio stations using the S1-MME interface. The P-GW and S-GW can be deployed together and provides
functionality for routing and forwarding traffic tunnels to external data networks. The SGW is connected to the eNB using
the S1-U interface. HSS provides information about the users (subscription details, security, etc.), while the PCRF is in charge
of guaranteeing QoS rules in the system. This component also includes an interface for third parties to produce QoS demands,
which can be used in real-time.

The operator domain also includes a functionality to support non-3GPP technologies, such asWi-Fi, which is provided by
the Access Network Discovery and Selection (ANDSF), responsible for assisting the UE in the discovery of valid networks, and
the Evolved Packet Data Gateway (ePDG), which is designed to secure the connection from untrusted non 3GPP networks
connected to the EPC. These components can improve the interaction with heterogeneous technology, very frequent in
mHealth applications, and improve the behaviour in indoor deployments, which can have low mobile signal level but have
Wi-Fi available.

For the connectivity of the network components SDN fabric elements have been considered, which are compatible SDN
L2/L3 switching elements. The use of SDN switches enables forwarding and/or redirecting packets to an SDN application,
which is used to enable low latency services and group communications, as described in Section 5.3. The rules to match the
packets are configured by the SDN application, which is running on top of an SDN controller.
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(a) Traffic comparison without QoS. (b) Traffic comparison with QoS.

Fig. 6. Traffic comparison between multiple UEs with and without prioritization.

Table 5
Summary of the results for the different UEs.

Throughput Best Effort (Mbps) Throughput Prioritization (Mpbs)

UE Background Traffic 1 6.210 5.402
UE Background Traffic 2 6.077 3.176
UE Background Traffic 3 3.89 3.078
UE Critical Traffic 6.351 10

In our approach the functionality to support real-time requirements on the network resources is offered by the third party
API. This API is based in on the VELOX system, which is a virtual path slice engine that is used tomanage bandwidth requests
from third party applications. The system exposes functionality to enforce QoS across domains, to request bandwidth and
latency characteristics from the network and to pass information to the radio access schedulers about the type of traffic
being managed.

In Fig. 5 the API functionality is depicted using different blocks. TheQoS block provides access to the Rx functionality of the
PCRF, which can be used to trigger dedicated bearers with better QoS characteristics, and QoS enforcement in the operator
SDN path. The RAN programmability block, described in Section 5.5, offers access to the scheduler in the LTE MAC (Medium
Access Control) layer of the eNB and the MEC and Broadcast modules are used to provide low latency services and group
communications respectively. Due to the provision of MAC layer enhancements the system is able to build over-the-top
traffic prioritization and QoS mechanisms providing better adaptation to applications than regular schedulers.

5.2. Third party QoS demands

The QoS API module provides user a way of accessing the functionality in the Rx interface to setup dynamically certain
QoS for an specified type of traffic. Once the user requests a certain quality the API first creates a dedicated bearer to protect
the control plane of the application (for instance for video or audio the Session Initiation Protocol (SIP) messages could be
protected) and then a bearer for the actual traffic is requested from the network. The LTE standard defines different Quality
Class Indicators (QCI), which are defined in [34].

The approach has been validated by connecting four terminals to a base station and executing different tests with and
without triggering a level of QoS. Three of theUEs are employed to generate background traffic, in order to fill all the available
bandwidth in the uplink they generate a constant bitrate of 30 Mbps. The other UE is considered the one to be generating
critical traffic at a rate of 10 Mbps.

Fig. 6 depicts the bandwidth estimation for the uplink of the four terminals when (a) the critical traffic is sent under best
effort conditions, and (b) when the critical traffic is prioritized using the VELOX interface. When all the flows are sent in
best effort mode the throughput is divided more or less equally (three of the UEs around 6 Mbps and one of them in 3Mpbs,
which is probably due to problems in the antenna leading to bad channel conditions), the mean aggregated throughput for
the background traffic is 16.18Mbps. Once the prioritization for one the critical traffic is applied themean background traffic
is reduced to 11.657 Mpbs as the base station start to grant more frequently the UE generating the critical data.

A summary of the results for each of the UEs is provided in Table 5. Fig. 7 depicts the comparison between the critical
traffic being transported with and without triggering a QoS request to the third party API. If the bearer is installed correctly
the traffic is completely transported.
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Fig. 7. Comparison between traffic transported over default and dedicated bearer.

Fig. 8. Database building state machine.

5.3. Low latency services

In [6] and [7] a first analysis of the effect of a system exploiting the LTE data plane to reduce the end-to-end latency
is given. In these two papers we explored the provision of reduced latency fog services by introducing an intermediate
component that is in charge of building a tunnel database by analysing the data plane packets. This information can be used
to redirect the traffic from and to the fog, avoiding the delay introduced by the EPC. The preliminary results, described in
the papers, showed a reduction of up to 78% in the RTT of the Fog Traffic. This approach works well in scenarios with low
mobility but when a high rate of handovers is considered, the improvements in performance are minor. Furthermore good
results require traffic in both the uplink and the downlink, without this the system is unable to build the required database.

To mitigate these effects another approach is being explored which consists in analysing the control plane. A sniffer
capable of analysing the traffic of the S1-MME interface has been built. This sniffer is able to build a complete database
before any data has been exchanged in the data plane thus removing the requirement of having data in both directions.
Again this approach can be implemented with an SDN application, which will receive all the control plane data to build the
tunnel database and, based on this information, will push rules to the SDN fabrics in order to decide whether the traffic
should be routed towards the EPC or not.

Fig. 8 depicts the state machine that is used by the implemented software to generate the database. The Ids of the UEs are
stored in order to keep track of the connection until the procedure is completed. The main elements to build the database
the IMSI, which is to determine if the user is authorized to access the fog, and the Tunnel Identifier Endpoint (TEID) and the
transportLayerAddress for uplink and downlink, which is the actual information of the tunnel. The NAS information can only
be extracted if security is disabled so normally this is not available. The most important part of the information is the UE
PDN IP, which can also be inferred from the analysis of the data plane.

5.4. Group communications

The aforementioned approaches can be employed to provide an efficient mechanism to support multicast communica-
tions between a group of users. The SDN switches, which sit between the radio access and the core network, can be employed
to duplicate packets towards the different peers of the group. For peers connected to base stations belonging to the same
SDN application the latency will be reduced and for peers outside, the packets will be forwarded more efficiently as there is
no need to send to a distribution peer.

In an LTE standard network there are components devoted to group communication (namely the eMBMS architecture,
described in [35]), which introduces a new physical channel for broadcasting. These standard elements are designed for
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Fig. 9. Different network slices operating over shared eNodeB.

the distribution of content among large groups of users, while IoT for mobile health group communications are normally
demanded for smaller groups. The MBMS services transmit content over one are and a base station can belong to eight of
these areas. A possibility to exploit the best of both approaches could be the use of one of this areas to be used dynamically
by mHealth services requiring group communications.

5.5. RAN programmability

5.5.1. Existing scheduling approaches in LTE
In LTE networks downlink transmissions are grouped in (radio) frames 10 ms long, one radio frame is formed of 10

subframes of 1 ms duration and there are ten subframes in the uplink and ten frames in the downlink. Each subframe is
divided into two slots of 0.5 ms duration. Each slot counts 6 or 7 OFDM symbols for normal or extended cyclic prefix used.
The Physical Resource Block (PRB) is the smallest element assigned by the base station scheduler. Transmission Time Interval
(TTI) is the duration of a transmission on the radio link. The TTI is related to the size of the data blocks passed from the higher
network layers to the radio link layer. A scheduler can determine to which user the shared resources (time and frequencies)
for each TTI (1 ms) should be allocated.

Although many approaches consider optimal PRB allocation in order to maximize throughput by means of service
differentiation between the user, like for example in [17], the approach is also proportionally fair, using a joint optimization
framework [36,37]. Note however that actually there is no application-driven policy enforcement or service differentiation
between groups of users.

5.5.2. Policy based scheduling and priority in the uplink
The objective of the proposed RAN programmability framework is to implement policies that are able to exploit SDN

principles and achieve over-the-top service differentiation. In the solution devised, the system is able to schedule Resource
Blocks (RBs) effectively between different groups of users with respect to specific QoS objectives and isolation guarantees
between the different users and types of traffic. Fig. 9 depicts a visual representation, where the scheduling principle will
decide which PRBs will be allocated to specific UEs according to the signed quality service class.

The resource allocation by means of Resource Block scheduling is based on feedback received from the UE, existing
allocations and the SLAs signed. This feedback is based on the Channel Quality Indicator (CQI) that contains information
sent from an UE to the eNodeB to indicate a suitable downlink transmission data rate, i.e. a Modulation and Coding Scheme
(MCS) value (CQI is a 4-bit integer and is based on the observed signal-to-interference-plus-noise ratio (SINR) at the UE).
In principle, prior to the Resource Block allocation, the UE reports to the eNodeB which radio bearers (or Logical Channel)
need uplink resources and how many resources they need. Each logical channel is associated with a service belonging to a
specific QoS class. Depending on the service requests, there is a buffer queue in the user’s respective logical channel. Each



Please cite this article in press as: C. Garcia-Perez, et al., Improving the efficiency and reliability of wearable basedmobile eHealth applications, Pervasive
and Mobile Computing (2017), http://dx.doi.org/10.1016/j.pmcj.2017.06.021.

C. Garcia-Perez et al. / Pervasive and Mobile Computing ( ) – 13

Table 6
Buffer queue is identified by a set of parameters.

Packet-level parameters
• Average packet size (APS)
• Packets inter-arrival time (PIT)
• Packet arrival time (PAT)
• Packet maximum-allowable delay (PMD)
• Packet remaining time (PRT)
Logical channel-level parameters
• Number of protocol data units (NPDU)
• Head-of-line delay (HOD)
• Buffer size of a logical channel (BS)
• Guaranteed bit-rate (GBR)
• Level of traffic (TL)
User-level parameters
• Total buffer size (TBS) • Number of logical channels (NLC)
• Channel quality indicator (CQI)
• Subscription type (ST)
System-level parameters
• Number of active users (NU)
• Maximum allowed scheduled users (MAU)
• Frame configuration type (CT)
• Transmission time interval (TTI)
• Minimum resource allocation unit (MRU)

buffer queue is identified by a set of parameters that are used to design an optimal scheduling algorithm. The final scheduling
decision is based on the QoS characteristic of the corresponding radio bearers and the reported buffer status. In Table 6 the
most important parameters that can be used to affect the scheduling are presented, spanning from packet level and system
level to user level and logical channel parameters.

5.5.3. Enabling programmability in OAI eNodeB
In order to determine the necessary scheduling approach that will be used to facilitate the change in prioritization, we

exploit an SDN-based approachwhere a logically centralized Controllerwill be used to instruct a local agent at the eNodeB for
the scheduler in effect. All the proof of concept demonstrations are performed using the open-source OAI LTE platform [38].
The following approach is considered:

• Use SDN principles to address the challenges in the RAN.
• Separation of the control and the data plane.
• Centralized view of the RAN for improved decisions.
• Re-programmability of the data plane on the fly by a centralized controller.

Essentially, the controller will be connected to a number of eNodeBs, and will be able to directly control andmodify their
states. All the significant control logic will be removed from layers L2/L3 and will be integrated to a higher level controller.
The extracted control logic will be the scheduler of the MAC layer or the mobility management function of the RRC layer.
The scheduling policies we design will be able to consider the necessary traffic characteristics to meet the Q4HEALTH QoS
application requirements by means of jitter, latency, data rate, and loss rate as well as fairness between end users.

The standard separation of the control and the data plane is used, however time critical zones are considered for the
re-programmability of the data plane on the fly by the centralized controller. In our solution we also take into account the
need for partial or full control delegation by the controller over the agent, based on run-time conditions. Such delegation
could be, for example, decision making about mobility management (RRC layer). Another important feature is the ability to
reprogram the functionality of agents; for example, we are able to write and load a new scheduler at the eNodeB based on
the current network load.

Note that by following this SDN design a standard protocol is required for the Agent–Controller communication. For
the SDN eNodeB programmability approach we will exploit and extend the work delivered and presented in [39]. The
implementation details, performance analysis and a novel southbound protocol called FlexProtocol for the Controller–Agent
communication can be found therein.

5.5.4. Framework design
For the scheduler framework design itself a three layer scheduler implementation (MAC-layer scheduling) proposed

in [40] is used to provide a more dynamic approach to satisfy the operator-driven, technology driven and service-driven
requirements through re-configurable APIs. The framework is used for the downlink but it will be extended to also support
the uplink. This design allows the provisioning of the required QoS to every client, while differentiating services and
prioritizing traffic between VELOX users and other stakeholders; essentially scheduling the RB in such a way that third party
applications receive the agreed service quality level. The scheduler programmabilitywill be supported by the real-time agent
functions.
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Fig. 10. eNB virtualization and network slicing in the OAI eNB MAC layer.

The framework is used to support both the downlink and the uplink operations. This design allows the provisioning
of the required QoS to every client, while differentiating services and prioritizing traffic between VELOX users and other
stakeholders; essentially scheduling the RB in such a way that third party applications receive the agreed service quality
level. The scheduler programmability is supported by the real-time FLEXRAN [39] agent functions .

The framework structure in terms of its interfaces and modules of MAC-layer is shown in Fig. 10. The framework is able
to provide different Preprocessor–Scheduler and Post processor on per Network Slice basis. This way every different slice
(e.g. VELOX) is able to exploit its own scheduling principle and satisfy the design goals, without affecting the operation of
the other slices. Every slice assumes operation with no other slice operation and the concept of Virtual Resource Blocks is
used. This way in the MAC layer, every user is scheduled by his slice owner assuming no other slice operation. A physical RB
Mapping layer is responsible for the mapping of the virtual resource blocks to actual physical resource blocks. This layer is
also responsible to guarantee isolation between slices and specific shares on the frequency and time domain.

For every slice the main software components of the architecture are the following:

• MAC-Buffer: This interface shares the packet information of users and logical channels with the MAC-layer. Each
logical channel represents a service with specific values of KPI parameters.

• MAC-PHY: Most of the modern scheduling algorithms are channel-aware, therefore it is crucial for the MAC-layer to
have a knowledge of the channel quality information of all the active users in the system. Once the channel estimation
has been done in the user terminals, the result is sent to the base station via feedback channel. The physical layer
receives this information and forwards it through the MAC-PHY interface to MAC. Channel quality information is
used while calculating the expected throughput for a user and in turn for the entire system.

• Pre-processor: This module represents a novel extension to the traditional scheduling framework. The main function
of the pre-processor is to convert the two-dimensional buffer of users logical channels into a single dimension vector.

• Scheduler: Once the conversion to a single dimensionhas beendone in the pre-processor, the first task of the scheduler
module is to deal with sorting of blocks based on scheduling requirements. For example, in the round robin case, the
blocks remain in the order of their index. After block sorting, the actual allocation of resources to the sorted blocks is
carried out.

• Post-processor: The post-processor implementation depends on the wireless standard. The mapping of users to
resource elements in the frequency domain is applied, based on the system specifications. For example, in 3GPP LTE,
the selection of Resource Block Groups (RBGs) for a particular service of a user is done by the post-processor. Note
that the number of RBGs depends on the available bandwidth.

With this approach the satisfiedGBRpercentage per user, aswell as the system throughput improves for all the traditional
scheduling algorithms.

5.5.5. Framework evaluation
The evaluation of our proposal is done using OAI with a third party EPC and two user equipment. For simplicity, we

consider the case that two users belong to different slices. One slice is dedicated to the VELOX users where we want to
dynamically adjust the resource block share and affect the end-user performance. We use the LTE FDD SISO mode with
5MHz bandwidth and measure our interested metrics with uplink UDP traffic. Firstly, we examine the per-slice policy on
the frequency domain resource allocation (i.e., Physical Resource Block (PRB) in LTE) in two different ways.
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Fig. 11. Apply time-varying per-slice priority policy.

1. Fair slice policy: It refers to the case that each slice has the same priority and share the same portion of all available
resource. In following, it is denoted as 50/50 policy.

2. Prioritized slice policy: In contrast, different priorities are put into practice on different slices. For instance, the first
slices are more favoured and can allocate 80% of all available resources whereas another slices only allocate the rest
20% of resources. It is denoted as 20/80 policy in following result. The higher percentage goes to the case of the eHealth
(VELOX) users.

In Fig. 11, we show the result of applying these two policies in a time-varying manner. These results are measured at the
application-layer in terms of good-put and delay jitter. In the beginning 45 s, we apply the 50/50 policy but change into 20/80
policy within the duration from 45 s to 50 s. We can observe that the goodput will be significantly changed after applying
the prioritized slice policy. Further, the delay jitter is also impacted due to a low-prioritized slice can only use fewer resource
blocks and increase the application-layer delay variance.

In following, we further extend the per-slice policy to incorporate the per use-case policy. Such per use-case policy can be
applied with different 5G use-cases [2], e.g., ExtremeMobile BroadBand (xMBB), ultra-Reliable Low Latency Communication
(URLLC) in order to satisfy the different performance requirements. In the context of the Q4Health solution we are highly
interested in the case of ultra-Reliable Low Latency Communication (URLLC) case. We introduce and evaluate over the RAN
Sharing framework two policies are introduced as follows:

1. xMBB policy: A more extreme modulation and coding scheme (MCS) index is allocated in terms of the extra
positive offsets based on the reported wideband channel quality indicator (CQI) in order to further enhance the data
throughput but may increase the number of re-transmissions. In following, the offset level of MCS index is set to 2.

2. uRLLC policy: In this case, a more conservative MCS index is allocated based on the reported CQI value. Further, the
UE-selected sub-band CQI report can be applied to increase the reliability and reduce the delay variation due to fewer
re-transmissions.

In Fig. 12, the results are presented in terms of goodput and delay jitter in terms of joint slice and use-case policy. We can
observe that the xMBB policy is superior to the uRLLC one in terms of goodput Fig. 12(a) in most of the cases except the slice
1 of 20/80 policy. This suggests that the extreme MCS allocation may not suitable for the de-prioritized slices. However, in
terms of delay jitter of Fig. 12(b), uRLLC shows a lower variation comparedwith the one of xMBB policy of all cases. Propitiate
policies can be applied for different use-cases in order to distinguish their advantages.

6. Discussion

6.1. UE selection results

The two DUTs analysed offer different characteristics. For instance, DUT B demonstrates a better performance in the cell
edges and also higher throughput, this device will perform well for bandwidth demanding applications with high mobility.
On the other hand DUT A offers better delays and lower costs, which will be positive for a delay sensitive application. For
this particular scenario power consumption has been similar but in general it will differ proportionately, inversely to the
throughput characteristics.
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(a) Goodput variation. (b) Delay jitter variation.

Fig. 12. Comparison of different use cases.

Fig. 13. Normalized Comparison of the results for DUT A and DUT B.

Fig. 13 provides a comparison of all the aspects considered, the values have been normalized to themaximum to ease the
comparison. Cell edge behaviour has been calculated as the mean between the normalized values of the receiver sensitivity
and the maximum power. For the control plane latencies a normalized mean has also been provided but a specific metric
for an application could be defined (e.g.: better service request). The cost has also been introduced and others physical
parameters could also have been included (e.g.: weight, dimensions, etc.) if relevant for the application. For our particular
use case DUT A was selected as the latency and power consumption were very important for the platform.

The set of measurements defined by our approach target different requirements of mHealth applications. Normally an
application will only require a subset of these measurements to work better so obtaining the values for different devices can
help to assess which of them perform better for the desired application. Additionally using the devices in their final platform
also provides amore realistic view of the actual behaviour as it will include the effects of the driver, the operating system, the
data patterns, etc. On the other hand this approach could not be applied to all the applications as for many of them require
accessing the antenna ports of the modem, which are always not accessible.

6.2. Network optimization results

The proposed API can accelerate the deployment of mHealth applications by simplifying the exposure of network
functions. We have not taken into account the security aspects which are critical both for the domain of the application
and for the operators implementing this solution. The business model and commercialization should also be explored in
future works.

The use of dedicated bearers considerably improves the behaviour of the traffic, which stop suffering packet loss (in our
test moving from a 37% to a 0%) due to saturation and maintain better figures of throughput. The effect of the number of
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users on the cell has to be evaluated in order to determine the limits for the number of users that can cause establishment
failures.

Our initial approach to reduce latency has shown promising results, and the modifications suggested in this paper will
improve the behaviour in scenarios without downlink traffic to cloud services. The very same approach can also be exploited
to support group communications to reduce the overhead and the latency for part of the members of the group. Both
approaches are still under development and require a quantitative analysis.

Finally the RANprogrammability has shownpromising results for the downlink. Our future plans include all the necessary
extensions to support the relevant traffic prioritization for the uplink. Efficient resource allocation policies and MAC
scheduling principles will be exploited in order to provide the necessary QoS characteristics for the SLAs that external
mHealth applications sign for.

7. Conclusion

In this paper we have presented improvements in meHealth applications thanks to network capabilities that are already
deployed albeit rarely used. These include the real-time configuration and use of traffic prioritization, and the emergent
paradigms of SDN and NFV, with the reliability needed to be used in the field of security and emergency services.

We have presented an approach, applied to a wearable video application for emergency services, to select the most
appropriate modem and validate the functionality by the comparison of two different devices for the use case. The results
shown that the best device to use will indeed depend on the requirements of the application. From a network point of view
we have designed an API to improve and accelerate the deployment of critical mHealth applications. The API is able to trigger
QoS requests, which in our tests has increased the throughput in a 58%; setup low latency fog services, which can achieve
a latency reduction of the 78%, setup group communications, and support fine grain scheduling at the base station traffic
scheduler.

Although this project focuses on mHealth applications, with clear requirements of stability and quality assurance, the
improved efficiency and latency reduction we hope to achieve in the system as a whole will also be very useful in a world
full of IoT devices. This type of network user, whichmost analysts claimwill be omnipresent in the near future, needs to share
the limited available resources with thousands of others, who will welcome every step towards increasing the availability
and stability of the operator network.

The next step, and arguably themost challenging one,will be the integration of very different technologies in all the layers
of the mobile network stack, all of them synchronized and working seamlessly. After that phase is complete a tuning effort
will be required to extract the best performance from each component and study the limits of the deployment to extrapolate
the results to be used in live and commercial networks where the stability of the system is a must.
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