Performance bounds for cochannel interference cancellation within the current GSM standard
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Abstract

The performance of maximum-likelihood sequence estimation (MLSE) is bounded (and often approximated well) by the matched filter bound (MFB). In this paper, we first show how the linearized GMSK modulation of GSM can be reformulated to have a real symbol constellation, leading to a two-channel aspect due to the in-phase (I) and in-quadrature (Q) components of the received signal. More channels can be added by oversampling and/or the use of multiple sensors (antennas, polarizations). Given this model, we present the MFB for MLSE single-user detection in the presence of interferers that are modeled as colored Gaussian noise. The MLSE is assumed to employ noise correlation information that in general may differ from the true one (e.g. by simplifying spatio-temporal correlations to spatial correlations only). One of the conclusions is that properly taking into account the spatio-temporal correlation of the interference leads to much improved performance (MFB) compared to purely spatial approaches. Another conclusion is that the excess bandwidth in GMSK provides some useful channel diversity.
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1. Introduction

The global system for mobile (GSM) standard for second-generation cellular mobile communications is widely deployed in Europe and certain other parts of the world. The particularities of GSM that will be exploited in this paper are time division multiple access (TDMA) and cellular frequency reuse which means that the service area is covered by clusters of cells and that the available frequency band is partitioned over the cells in a cluster. The number of cells in a cluster is called the reuse factor. These characteristics also hold for the American standard IS54/136. Another beneficial characteristic is that the transmitted symbol constellation is essentially binary. This last characteristic will no longer hold for certain extensions to GSM that are currently being discussed (such as EDGE [3]). Nevertheless, most of the ideas in this paper still apply to these variations.

The popularity of GSM systems leads to the saturation of their capacity at certain strategic places. This forces operators to find a means to increase the capacity of their system. One solution is to perform interference cancellation, which allows to reduce the frequency reuse factor (for a given quality of service) and hence to increase the system capacity. The optimal way to perform interference cancellation is to jointly detect the signal of interest and the interfering signals according to the maximum-likelihood criterion, using the Viterbi algorithm (VA) [14]. However, the complexity of the VA for multi-user detection is exponential in the number of users and hence is prohibitive. Thus, suboptimal approaches are desirable. One suboptimal approach starts by recognizing the spatial dimension of the cellular multi-user problem: the interfering signals and the signal of interest typically arrive from different directions. Hence, an adaptive antenna array can be used to steer the antenna diagram towards the signal of interest while putting nulls in the directions of the interfering signals [13]. This is a form of linear multi-user detection which completely relies on the spatial dimension.

The particular approach we shall follow here consists of single-user detection in the presence of interferers considered as colored noise. Since we shall not detect the interferers, we do not exploit their discrete distribution. In fact, we wish to only exploit their second-order statistics and hence we model them as Gaussian noise. One of the main points of this paper is to show that such a suboptimal approach leads to limited performance loss compared to optimal multi-user detection if we dispose of a multichannel formulation with more channels than users (in which case zero-forcing multiple-acces interference (MAI) and intersymbol interference (ISI) cancellation is generically
Multichannels can arise in various ways:

1. By receiving through multiple sensors (antennas, polarizations, etc.), multiple physical channels appear.

2. By oversampling the received signal w.r.t. the symbol rate, the polyphase components (at the symbol rate) of channel and received signal can be considered as multiple fictitious channels. E.g., for the typical oversampling factor of two, even and odd subsamples yield two fictitious channels.

3. If the transmitted symbols are real (PAM, BPSK, ...), then after modulation and demodulation, the I and Q components of the channel and received signal can be considered as two fictitious channels in a system formulation in which input, noise and output are real quantities. We shall show that after linearization and a certain demodulation, the GMSK modulation of GSM can be made to correspond to a BPSK modulation.

So for GSM, the total number of channels is typically four (two times two) times the number of receiver sensors.

With the interferers modeled as Gaussian colored noise, optimal detection becomes single-user MLSE in the presence of colored noise. The noise correlations induce a certain weighted metric to be used in the VA. In [12], we have shown that, especially when the number of channels exceeds the number of users, such MLSE performs not only equalization but also interference cancellation. Using the interference-canceling matched filter (ICMF) introduced in [12], the interference cancellation operation can be separated in a first receiver stage that concentrates the multichannel information into a single channel, on which equalization can then be performed.

As implied by the discussion above, the delay spread due to multipath propagation generally leads to ISI in GSM and hence the channel has a temporal dimension. In the multichannel model, if we call the channel index dimension the spatial dimension, then the overall multichannel is spatio-temporal. Note that for GSM, the number of channels can be up to eight times the number of antennas (if polarization diversity antennas are used).

This multichannel aspect allows for a significant increase in interference cancellation capability compared to a pure antenna based approach. Furthermore, a full spatio-temporal treatment allows to properly incorporate the temporal aspect also so that zero forcing is generally possible whenever the number of channels exceeds the number of users (hence one antenna is in principle sufficient if only the interferers on the first tier are taken into account). In the purely spatial antenna processing approach though, zero forcing can only be possible if the number of antennas exceeds the total number of temporally resolvable paths (signature vectors [15]) of all users.

The rest of the paper is organized as follows. In the next section we show how GMSK can be interpreted as BPSK modulation after linearization and a certain demodulation. In Section 3, the multichannel system model is formulated. Matched filter bounds (MFBs) are derived and presented in Section 4 for single-user MLSE in colored noise. Expressions are given for both burst-mode (as in GSM) and continuous transmission. The general case of a possible mismatch between the actual and assumed noise correlations is considered. The particular case of the colored noise consisting of d interfering signals of the same form as the signal of interest plus white noise is analyzed in Section 5. Specifically, the loss in MFB compared to optimal multi-user detection is evaluated. In Section 6, a typical purely spatial processing approach is considered and its performance analyzed. In Section 7, we present the average performance of various spatio-temporal and spatial approaches for typical GSM channel models. Finally, we formulate some conclusions in the last section.

2. Linearization of a GMSK signal

We analyse first GMSK signals. Let $x(t) = e^{j\varphi(t)}$ be a baseband GMSK signal, where

$$
\varphi(t) = \frac{\pi}{2} \sum_k a_k \int_{-\infty}^t \text{rect} \left( \frac{u - kT}{T} \right) b(u) \, du
$$

$$
= \sum_k a_k \phi(t - kT)
$$

(1)
is the continuous modulated phase, $\phi(t)$ is the “phase impulse response”, $\{a_k\}$ are the differentially encoded symbols from the original data $d_k \in \{-1, 1\}$ and $T$ is the symbol period. The phase impulse response is obtained by integrating a Gaussian filter $\eta(t) = (1/\sqrt{2\pi\sigma T}) e^{-(t^2/2\sigma^2 T^2)}$, so $\phi(t) = \pi/2 [\int_{-\infty}^{\infty} \eta(t) \, dt]$ where $\sigma = (\sqrt{\ln(2)/2\pi BT})$, $B$ is the 3 dB bandwith, $BT = 0.3$, and $G(u) = \sigma^2 T \eta(uT) + \eta_{u/T} h(t)$. It can be seen in Fig. 1a that $\phi(t)$ can be approximated by zero for $t < -3T/2$ and by $\pi/2$ for $t > 3T/2$. Interpreting this figure, we can conclude that one symbol $a_k$ will have an influence on three symbol periods ($k - 1, k, k + 1$).

Considering the data $\{d_k\}$, the differential encoder (see Fig. 2) yields $a_k = d_k - d_{k-1} = d_k/(d_k - 1)$. The relation between $\{d_k\}$ and $\{a_k\}$ is such that $a_k = 1$ if $d_k = d_{k-1}$ and $a_k = -1$ if $d_k = -d_{k-1}$. This implies that the phase increases by $\pi/2$ over three symbol periods if the symbols $d_k$ at instants $k$ and $k - 1$ are equal and decreases by the same quantity in the other case. We have a modulation with memory in which some ISI gets introduced by the modulation itself.

A sampled GMSK signal can be approximated by a linear filter with impulse response duration of about $L_0 T = 4T$ (see Fig. 1b), fed by $b_k = j^k d_k$ ($j = \sqrt{-1}$), a modulated version of the transmitted symbols. Such a scheme (but with a shorter filter) holds exactly true when sampled MSK signals are considered [7]. Exploiting the quasi-band-limited character of the GMSK signal, we can even approximate the continuous-time GMSK signal by interpolating the output of a discrete-time linear system. To this end, we shall assume that sampling the GMSK signal at rate $r/T$ satisfies the Nyquist theorem. The linear system $\mathbf{F}$ that models the oversampled GMSK signal will be determined by least-squares estimation over a long stretch of signal, see Fig. 3 (alternatively, we could have used the “main” pulse in Laurent’s decomposition [7]; however, the linearized model
we obtain is an optimal approximation in the least-squares sense).

Let \( \{ f_{ir+u} \}_{0 \leq i \leq L_r - 1; 0 \leq u \leq r - 1} \) be the impulse response of the system \( F \) thus identified, then

\[
x(t_0 + kT + u \frac{T}{r}) = x_{kr+u} \approx \hat{x}_{kr+u} = \sum_{i=0}^{L_r-1} f_{ir+u} b_{k-i}
\]

and after interpolation

\[
x(t) \approx \hat{x}(t) = \sum_{k=-\infty}^{+\infty} f(t - kT) b_k
\]

where

\[
f(t) = \sum_{i=0}^{L_r-1} \sum_{u=0}^{r-1} \text{sinc}\left( r \frac{t - t_0}{T} - ir - u \right) f_{ir+u}
\]

(see Fig. 1b).

To have an idea of the quality of this approximation, we plot in Fig. 4 simultaneously the real part of the baseband GMSK signal \( x(t) \) and its estimate \( \hat{x}(t) \) for \( r = 6 \). The resulting signal-to-noise (approximation error) ratio turns out to be 25 dB. The power of the linearization errors should be added to the actual noise variance to give the equivalent noise variance in what follows (the power spectrum of the linearization errors turns out to be similar to that of the signal itself though and hence is not flat). Henceforth we shall assume that, with the linearization errors accounted for in the noise term, the linear modulation model is accurate.

3. Multichannel data model

Consider the linearized version of the GMSK modulation transmitted over a linear channel.
with additive noise. The received signal can be written as

\[ y(t) = \sum_k h(t - kT)b_k + v(t) \]

\[ = \sum_k h(t - kT)y^k d_k + v(t), \]

where \( h(t) \) is the combined impulse response of the modulation \( f(t) \), the propagation channel \( c(t) \) and the receiver filter \( g(t) \); \( h(t) = f(t)c(t)g(t) \). The overall channel impulse response \( h(t) \) is assumed to be FIR with duration \( NT \). If \( K \) sensors are used and each sensor waveform is oversampled at the rate \( p/T \), the discrete-time input–output relationship at the symbol rate can be written as

\[ y_k = \sum_{i=0}^{N-1} h_i^k b_{k-i} + v_k = H_N B_N(k) + v_k, \]

where the first subscript \( i \) denotes the \( i \)th channel, \( m = pK \), and superscript \( T \) denotes transpose. We have introduced the \( p \) phases of the \( K \) oversampled sensor signals: \( y_{(n-1)p+l+1} = y_n(t_0 + (k + l/p)T) \), \( n = 1, \ldots, K, \ l = 1, \ldots, p \) where \( y_n(t) \) is the signal received by sensor \( n \).

The propagation environment is described by a channel impulse response \( c(t) = [c_1(t) \cdots c_K(t)]^T \). We consider GSM channel models [2] which are taken as specular multipath channels with \( L_c \) paths of the form

\[ c_n(t) = \sum_{i=1}^{L_c} a_{i,n} \delta(t - \tau - \tau_i) \]

for the \( n \)th sensor. \( a_{i,n} \) and \( \tau_i \) are the (complex) amplitude and the delay of path \( i \). The distribution of the amplitudes and the (deterministic) values of the delays depend on the propagation environment (urban, rural, hilly terrain). For the multi-user environment to be considered below, a user-dependent delay \( \tau \) has been introduced which is taken as uniformly distributed over one symbol period. We consider the channels to be independent across the \( K \) sensors (full diversity). A simple calculation shows that the differential delay between sensors can be neglected.

For sake of simplicity, we consider an ideal receiver filter with a half-band of \( p/2T \) and a magnitude of \( \sqrt{T} \). The overall transmission pulse-shape filter is the convolution of the transmit and the receive filters

\[ p_s(t) = \begin{cases} \sqrt{T} \sum_{i=0}^{L_c-1} \sum_{u=0}^{r-1} \text{sinc} \left( i \frac{t-t_0}{T} - ir - u \right) f_{ir+u} & \text{if } p > r, \\ \frac{p}{r} \sqrt{T} \sum_{i=0}^{L_c-1} \sum_{u=0}^{r-1} \text{sinc} \left( i \frac{t-t_0}{T} - ip - u \right) f_{ir+u} & \text{if } p \leq r. \end{cases} \]

Then, the received signal for sensor \( n \) can be written as

\[ y_n(t) = \sum_{k=-\infty}^{+\infty} h_n(t - kT)b_k + v_n(t), \]

\[ h_n(t) = \sum_{i=1}^{L_c} a_{i,n} p_s(t - \tau - \tau_i). \]

The continuous-time channel \( h_n(t) \) for the \( n \)th sensor when sampled at the instant \( t_0 + (k + l/p)T \) yields the \((n-1)p + l)\)th component of the vector \( h_k \). Furthermore, the sampled (filtered white) noise (with \( N_0/2 \) as the power spectrum density of the real or the imaginary part) at the rate \( p/T \) is still white with variance \( \sigma_v^2 = pN_0 \). Since the GMSK modulation is band-limited, the diversity obtained by oversampling is limited. In practice, typically \( p = 2 \). Note that \( p \), which is a design parameter at the receiver, is independent of \( r \), which is typically much larger and is chosen to satisfy the Nyquist criterion.

The constellation for the symbols \( b_k \), which are the input to the discrete-time multichannel, is complex whereas the constellation for the symbols \( d_k \) is real. It will be advantageous to express everything in terms of real quantities and in this way double
the number of (fictitious) channels. To that end we demodulate the received signal by $j^{-k}$ [6]:

$$
j^{-k}y_k = \sum_{i=0}^{N-1} j^{-k}h_i b_{k-i} + j^{-k}v_k
$$

and then we decompose the complex quantities into their real and imaginary parts like

$$
y_k^R = \text{Re}(j^{-k}y_k) = \sum_{i=0}^{N-1} \text{Re}(j^{-h_i})d_{k-i} + \text{Re}(j^{-k}v_k)
$$

$$
y_k^I = \text{Im}(j^{-k}y_k) = \sum_{i=0}^{N-1} \text{Im}(j^{-h_i})d_{k-i} + \text{Im}(j^{-k}v_k)
$$

where $q^{-1}$ is the delay operator: $q^{-1}y_k = y_{k-1}$ and $H^R(q) = \sum_{i=0}^{N-1} h_i q^{i-1} = \sum_{i=0}^{N-1} \text{Re}(j^{-h_i})q^{i-1}$ and similarly for $H^I(q)$. We can represent this system, with one input and $2m = 2pK$ outputs, more conveniently in the following obvious notation:

$$
y_k = \begin{bmatrix} y_k^R \\ y_k^I \end{bmatrix} = \begin{bmatrix} H^R(q) \\ H^I(q) \end{bmatrix} d_k + \begin{bmatrix} u_k^R \\ u_k^I \end{bmatrix} = H(q)d_k + v_k.
$$

(10)

4. Matched filter bound

The MFB as considered here is a SNR-like quantity. The MFB bounds the probability of error ($P_e$) in the sense that the $P_e$ (of e.g. MLSE) is lower bounded by the $P_e$ of an additive white Gaussian noise (AWGN) channel with the MFB as SNR (signal-to-noise ratio). MFBs for the multichannel case are discussed in [10] while they are analyzed in [12] in the presence of interferers. The MFB can be obtained by considering the MLSE detection problem of one symbol of the user of interest, assuming perfect knowledge of all past and future symbols. The MFB expressions below will be derived in the case of burst (packet) transmission where the channel for the user of interest can be considered as constant during the transmission of a burst. Since in that case the MFB is symbol-dependent [10], we will consider the average MFB over the burst. Assume we receive $M$ samples:

$$
Y = \mathcal{T}(H)D + V,
$$

(12)

where $Y = [y_M^T \cdots y_1^T]^T$ and similarly for $V$ and $D$, and $\mathcal{T}(H)$ is a block Toeplitz matrix with $M$ block rows and $[h_0 \cdots h_{N-1}]$ as first block row. Let $R_{sv} = EVV^H$ where the superscript $H$ denotes Hermitian transpose. We shall consider the MFB for MLSE in which the noise covariance matrix is assumed to be $\hat{R}_{sv}$ whereas its actual value is $R_{sv}$. MLSE boils down to the following weighted least-squares (WLS) problem:

$$
\min_{d_k \in \mathcal{C}} \|Y - \mathcal{T}D\|_2^2 / \hat{R}_{sv},
$$

(13)

where $\mathcal{C} = \{+1, -1\}$ in our case is the symbol constellation alphabet. So we shall concentrate on the detection of one symbol $d_k$, the other symbols in $D$ are assumed to be known (detected correctly). For that purpose, we decompose as in [11] the quantity $\mathcal{T}D$ as follows:

$$
\mathcal{T}D = \mathcal{T}_D, \hat{D}_k + \mathcal{T}_d, d_k,
$$

(14)

$\mathcal{T}_d$ is the column of $\mathcal{T}$ that gets multiplied by $d_k$ in $D$, $\mathcal{T}_D$ is the matrix $\mathcal{I}$ from which the column $\mathcal{T}_d$ has been eliminated, $\hat{D}_k$ contains past and future symbols w.r.t. $d_k$, $\mathcal{T}_d, d_k$ contains the contribution in $\mathcal{T}D$ from the symbol $d_k$ to be detected, and $\mathcal{T}_D, \hat{D}_k$ the contribution from the other symbols. Since these symbols are known, we can remove their contribution from the received signal. Then, criterion (13) can be rewritten as

$$
\min_{d_k \in \mathcal{C}} \|\left[Y - \mathcal{T}_D, \hat{D}_k\right] - \mathcal{T}_d, d_k\|_2 / \hat{R}_{sv}.
$$

(15)

Its solution gives

$$
\hat{d}_k = \text{dec}(z_k),
$$

(16)

$$
z_k = (\mathcal{T}_d^H, \hat{R}_{sv}^{-1}, \mathcal{T}_d)^{-1} \mathcal{T}_D^H, \hat{R}_{sv}^{-1} [Y - \mathcal{T}_D, \hat{D}_k],
$$

where $\text{dec}()$ is the decision operation that chooses the element in the alphabet $\mathcal{C}$ closest to its argument. $\mathcal{T}_d^H, \hat{R}_{sv}^{-1}$ corresponds to a matched filter, which maximizes the SNR at its output. Further analysis of (16) leads to an interpretation in terms of a non-causal decision feedback equalizer structure [11] for the colored noise case. By definition, the
SNR at the input to the slicer is the MFB. For the $k$th symbol, with $\mathcal{F}_d = T_k$, we can write

$$\text{MFB}_k = \text{SNR}_k = \frac{\sigma_2^2(T_k^\dagger \hat{R}_w^{-1} T_k)^2}{T_k^\dagger \hat{R}_w^{-1} R_w \hat{R}_w^{-1} T_k}. \quad (17)$$

Due to edge effects, this value depends on the position of the symbols in the burst. We shall consider the average MFB per symbol:

$$\text{MFB} = \frac{1}{M + N - 1} \sum_{k=-N+2}^{M} \text{MFB}_k$$

$$= \frac{1}{M + N - 1} \sum_{k=-N+2}^{M} \frac{\sigma_2^2(T_k^\dagger \hat{R}_w^{-1} T_k)^2}{T_k^\dagger \hat{R}_w^{-1} R_w \hat{R}_w^{-1} T_k}. \quad (18)$$

Asymptotically in burst length, this formula leads to the equivalent continuous (as opposed to burst-mode) processing MFB. To find the asymptotic expression, we rely on Theorem 4.4 in [5]. Let

$$\mathcal{F}(s_k(z)) = \begin{bmatrix} r_{0,k} & r_{1,k} & \cdots & r_{L,k} \\ r_{-1,k} & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & r_{1,k} \\ r_{-L,k} & \cdots & r_{-1,k} & r_{0,k} \end{bmatrix}$$

be the $(L+1) \times (L+1)$ (block) Toeplitz matrix corresponding to the $k$th spectrum $s_k(z) = \sum_{i=-\infty}^{\infty} r_{i,k} z^{-i}$. Then, as $L \to \infty$, the following expression holds for the $(i,j)$th term of the product of the Toeplitz matrices or their inverse ($s_k = \pm 1$). Now, we find for

$$T_k^\dagger \hat{R}_w^{-1} T_k = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} H_i^\dagger \hat{R}_w^{-1} \left[ H_j \right]_{M-k+1-i,M-k+1-j} h_j$$

$$\rightarrow \frac{1}{2\pi j} \int \frac{dz}{z} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} H_i^\dagger \hat{R}_w^{-1} j^j \hat{S}_w^{-1}(z) h_j$$

$$= \frac{1}{2\pi j} \int \frac{dz}{z} H_i^\dagger(z) \hat{S}_w^{-1}(z) H(z) \quad (21)$$

and similarly for the denominator. So we get for the continuous processing MFB

$$\text{MFB} = \frac{\sigma_2^2((1/2\pi j) \int dz/z) H^\dagger(z) \hat{S}_w^{-1}(z) H(z)^2}{(1/2\pi j) \int dz/z H^\dagger(z) \hat{S}_w^{-1}(z) S_w \hat{S}_w^{-1} H(z)} \quad (22)$$

where $S_w(z)$ is the power spectral density matrix of $v_k$ and $H^\dagger(z) = H^\dagger(1/z^*)$.

5. Interference cancellation performance bounds

In this section we consider $\hat{S}_w(z) = S_w(z)$. We define the SNR w.r.t. the additive white noise (the $\sigma_2^2 I_{2m}$ component in $S_w(z)$) in the data model (11) as the average SNR per physical channel:

$$\text{SNR} = \frac{1}{2K} \sum_{k=1}^{K} \frac{1}{2\pi j} \int dz/z H^\dagger(z) H(z), \quad (23)$$

where $\sigma_2^2$ is in fact proportional to the oversampling factor $p$. We shall consider the additive noise $v_k$ to consist of $d$ interferers plus spatially and temporally white noise

$$S_w(z) = \sigma_2^2 G(z) G^\dagger(z) + \sigma_2^2 I_{2m}, \quad (24)$$

where $G(z) = [G_1 \cdots G_d]$ has dimensions $2m \times d$ and $G_k(z)$ has the same structure as $H(z)$. We can define

$$\text{SIR}_k = \frac{\frac{1}{2\pi j} \int dz/z H^\dagger(z) H(z)}{\frac{1}{2\pi j} \int dz/z G_k(z) G_k^\dagger(z)} \quad (25)$$

as the signal to interference ratio for the $k$th interferer. With $\hat{S}_w(z) = S_w(z)$, we get for the MFB from (22)

$$\text{MFB}(\text{SNR}, \text{SIR}) = \frac{\sigma_2^2}{2\pi j} \int dz/z H^\dagger(z) S_w^{-1} H(z), \quad (26)$$

where we assumed for simplicity that all SIRs are equal (= SIR). If the multiple users would be detected jointly, a bound on the detection performance for the user of interest is obtained by assuming that the interferers are detected perfectly (in which case their signal contribution can be cancelled perfectly). This leads to $\text{MFB}_{\text{ID}} = \text{MFB}(\text{SNR}, \infty) = 2K$ SNR.

Here we consider single-user detection, treating the interferers as colored Gaussian noise.
MFB(SNR, SIR) is then the MFB for MLSE in which we take the correlation of the interferers and noise into account properly. By doing so, the multichannel aspect allows for some interference suppression. In order to get a feeling for how much interference suppression is possible, we compare to MFB, and introduce

\[
\text{MFB}_{\text{rel}} = \frac{\text{MFB}(\text{SNR, SIR})}{\text{MFB}(\text{SNR, } \infty)} = \sigma^2 \frac{\mathbf{E}(d_{z}^2)(\mathbf{H}^T(z)S_{\text{ev}}^{-1}\mathbf{H}(z))}{\mathbf{E}(d_{z}^2)(\mathbf{H}^T(z)\mathbf{H}(z))}. \tag{27}
\]

It can be shown that in general

\[
\sin^2\theta = 1 - \frac{\mathbf{E}(d_{z}^2)(\mathbf{H}^T(z)P_{\mathcal{G}(z)}\mathbf{H}(z))}{\mathbf{E}(d_{z}^2)(\mathbf{H}^T(z)\mathbf{H}(z))} \leq \text{MFB}_{\text{rel}} \leq 1, \tag{28}
\]

where \(P_{\mathcal{G}(z)} = \mathbf{G}(z)(\mathbf{G}^T(z)\mathbf{G}(z))^{-1}\mathbf{G}^T(z)\) is the projection matrix onto the column space of \(\mathbf{G}(z)\), and \(\theta\) is the angle between the (subspace spanned by the) interferers and the user of interest. The upper bound is attained as \(\text{SIR}/\text{SNR} \to \infty\) (even if \(\hat{S}_{\text{ev}} \neq S_{\text{ev}}\), as long as \(\hat{S}_{\text{ev}}\) also converges to a multiple of the identity matrix) whereas the lower bound is attained as \(\text{SIR}/\text{SNR} \to 0\). In this latter case, we can only cancel the part of the interferers which is orthogonal to the user of interest. Nevertheless, this shows that when the user of interest is roughly orthogonal to the strong interferers, something that is more likely to happen when more channels are available, then multichannel MLSE which takes the correlation of the noise and interferers into account leads to limited performance loss compared to joint detection, regardless of the strength of the interferers.

6. Optimal spatial filtering

Consider now the problem of optimally combining the phases of the received signal by a purely spatial filter. For a real constellation, the classical \(1 \times K\) filter \(W\) should be replaced by a \(1 \times 2K\) widely linear spatial filter \(W = [w^R \ w^I]\) \cite{1,8} to handle the non-circularity aspect. One can design \(W\) by maximizing the signal to interference plus noise ratio (SINR) of the resulting scalar output \(w^R y^R + w^I y^I\) where \(p = 1\). Then the spatial filter is obtained by maximizing

\[
\text{SINR} = \frac{\sigma^2 \mathbf{E}(d_{z}^2)(\mathbf{H}^T(z)\mathbf{H}(z))W^H}{\mathbf{E}(d_{z}^2)(\mathbf{H}^T(z)\mathbf{H}(z))} = \frac{W_{\mathcal{R}(0)}W^H}{W_{\mathcal{R}(0)}W^H} - 1, \tag{29}
\]

yielding the generalized eigenvector that is associated to the maximum generalized eigenvalue of the matrices \((r_{yy}(0), r_{vi}(0))\). It follows that

\[
\text{SINR} = \lambda_{\text{max}}(r_{\text{ev}}^{-1}(0)r_{yy}(0)) - 1 = \sigma^2 \lambda_{\text{max}}(r_{\text{ev}}^{-1}(0)\mathbf{H}_N \mathbf{H}_N^H). \tag{30}
\]

In the case \(\text{SIR} \to \infty\), or if the channel of the user of interest is orthogonal to that of the interferers, we have the following equality and bounds for the SINR of optimal spatial filtering in (31) \cite{10}:

\[
1 \leq \frac{\text{MFB}_{\text{ID}}}{\text{SINR}} = \frac{\text{tr}(\mathbf{H}_N \mathbf{H}_N^H)}{\lambda_{\text{max}}(\mathbf{H}_N \mathbf{H}_N^H)} \leq \min(2K, N), \tag{31}
\]

where the MFB, is the MFB for the case of joint detection (or absence of interferers). The lower bound can be reached when the spatio-temporal channel factors into a spatial filter \(h_0\) and a scalar temporal filter \(c(z) = \sum_{i=0}^{N-1} c_i z^{-i}\), that is \(\mathbf{H}(z) = \mathbf{h}_0(c(z)/c_0)\) (no spatio-temporal diversity). The upper bound is attained when either \(\mathbf{H}_N \mathbf{H}_N^H \sim I_{2K}\) or \(\mathbf{H}_N \mathbf{H}_N^H \sim I_N\), whichever is of full rank (full spatio-temporal diversity). In that case, the individual channel impulse responses are orthonormal. In a statistical set-up, if the \(2K\) channel impulse responses are i.i.d., then the upper bound is approached as the number of sensors grows.

7. Simulations

We consider four typical GSM propagation environments: rural area (RU), hilly terrain (HI), typical urban (TU) and bad urban (BU). For each
environment, we consider the 6-tap ($L_{c} = 6$) statistical channel impulse responses as specified in the ETSI standard [4] and this for both the user of interest and the interferers. The channels for multiple antennas are taken independently. A random delay, taken uniformly over one symbol period, is introduced in the (multi-)channel for each user. We show MFB curves as a function of SIR for a fixed SNR = 20 dB. A different value for the SNR will only lead to a translation of the curves along the diagonal of the first quadrant. However, a value greater than 25 dB (which is the approximation error level of the GMSK linearization) would not make sense. The MFB curves are averaged over 50 realizations of the channel impulse responses, according to one of the four statistical channel models. Apart from the performance of MLSE with optimal handling of the spatio-temporal correlations, we also consider the performance of suboptimal MLSE receivers that only take “spatial” correlation into account and neglect the temporal correlation of the interferers or that go as far as treating the interference plus noise as temporally and spatially white circular noise ($\hat{R}_{uv}$, is a multiple of identity, the multiple being the average value of the diagonal elements of $R_{uv}$). We also show the SINR curve corresponds to the performance of a purely spatial receiver. We show in solid line the MFB when $\hat{R}_{uv} = R_{uv}$ and, respectively, in dashline and dashdot the case where $\hat{R}_{uv}$ is diagonal (MFBW) or block-diagonal (MFBD). The MFB corresponding to the purely spatial approach is shown by a star (MFBS), and the SINR is shown by a square. We consider in our simulations one or multiple interferers and two combinations of multiple sensors and oversampling. (See Figs. 5–9.)

![Fig. 5. MFB vs. SIR for SNR = 20 dB, one sensor, one interferer and twofold oversampling, for RU, TU and HI channel models.](image)

![Fig. 6. MFB vs. SIR for SNR = 20 dB, two sensors, one interferer and no oversampling, for RU, TU and HI channel models.](image)
8. Conclusions

The simulations show that whenever the number of channels is equal or larger than the number of users, then the suboptimal single-user detector which takes the (spatio-temporal) correlation structure of the interferers correctly into account suffers a bounded MFB loss (as the interferers get arbitrarily strong) w.r.t. to the more complex joint detection scheme; there is a floor in the MFB loss. The simulations show that the exploitation of the in-phase and in-quadrature components allows to
double the number of channels, with full diversity. Multiple channels obtained by oversampling also lead to bounded loss, be it much larger though. Due to the band-limited nature of GMSK signals, the diversity obtained by oversampling is limited. The simulations show also that, in the case of one interferer, one antenna and twofold oversampling, on the average the loss is bounded by 5 dB. This interference reduction capacity is due almost exclusively to the two-channel aspect created by exploiting the real aspect of the symbol constellation after an appropriate reformulation of GMSK. This loss can be reduced to 2 dB by using two sensors (with complete spatial diversity). The results also show that not taking the noise correlation into account properly (esp. \( R_{nn} \sim I \), as is done in current GSM receivers) leads to the absence of robustness to interference, while taking only spatial correlation into account (\( R_{nn} \) block diagonal with \( 2K \times 2K \) blocks) leads to very limited robustness. The purely spatial approach performs well when the number of sensors is high (greater than three but with the exploitation of the \( I \) and the \( Q \) parts of the constellation). This result is expected since the channels of the user of interest and the interferers tend to be orthogonal and then the loss in performance is shown to be bounded. It should be noted that the losses shown here are averaged over all possible interferer configurations. The actual loss can be quite a bit less most of the time.
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