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Abstract

Proxy Mobile IPv6 (PMIPv6), taking advantages of the network-based mobility management, enables mobil-
ity support for the mobile nodes (MNs) without requiring their involvement in mobility signaling. However,
as a centralized mobility management, PMIPv6 relies on a central mobility entity, i.e., Local Mobility An-
chor (LMA) to provide the mobility support. The LMA is responsible for maintaining the mobile node’s
(MN) reachability state and forwarding the traffic from/to the current location of the MN. As mobile traffic
demand rapidly increases, it is easy to make the LMA a bottleneck and a single point of failure. Therefore,
load balancing (LB) mechanism among LMASs is a promising solution for these issues. Although previous
studies proposed several solutions for distributing the load among the LMAs, none of them considers the
multicast service. From the fact that the multicast service is expected to be widely used for delivering mul-
timedia traffic (which will account for the majority of mobile traffic), it can also be considered as a crucial
load factor. As a result, the efficiency of the existing solutions may be degraded when considering multicast.
Furthermore, applying the existing LB mechanisms can raise several issues for not only the ongoing unicast
sessions but also the multicast ones. To tackle these issues, this paper proposes a new LB solution which
mainly focuses on the multicast service. The experiments and the numerical results show that this solution
helps to better distribute the load among the LMAs while greatly reducing the multicast service disruption
as well as avoiding the influence on the ongoing unicast sessions. In addition, the proposed solution can
co-operate with the existing proposals to improve the performance of the network.

Keywords: Load Balancing, Multicast-based Load Balancing, Proxy Mobile IPv6, IP Multicast, Multicast
Listener Mobility.

1. Introduction As a result, the mobile data traffic has been nearly
doubled each year during the last few years [6]. This
trend is expected to continue in upcoming years, es-
pecially with the deployment of 4G networks. The
increase in traffic is mainly driven by mobile video
phones and tablets) not only for personal life (e.g., traffic: estimates say that the mobile video traffic
making voice/video calls, sending email, watching will account for 66.5 percent of total data traffic by
video/TV,, playing online £aImes, ajnd s0 on) bu.t 2017 [1]. The wide usage of mobile data services
also for work (general and job-specific work appli- has been driven by the variety of different reasons
cations such as multimedia conferencing, and dis- such as: the increasing number of mobile devices
tance learning, etc.) on a regular basis [3, 4, 5]. which become more and more powerful and intelli-

gent, the enhancement of wireless access technology

Nowadays, the mobile data services have become
an essential part of many consumers’ life [1, 2]. So
far, users are using their mobile devices (e.g., smart-
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anytime. Moreover, providing consistent and con-
tinuous seamless services is required for satisfying
user’s expectations and fulfilling even the high ap-
plication requirements in terms of service disrup-
tion on the move [7].

In this context, various IP mobility manage-
ment protocols have been introduced by the Inter-
net Engineering Task Force (IETF)? ranging from
the host-based (including Mobile IPv6 (MIPv6) [8]
and its extensions e.g., Hierarchical Mobile IPv6
(HMIPv6) [9]) to the network-based mobility ap-
proach (e.g., Proxy Mobile IPv6 (PMIPv6) [10] and
Fast Proxy Mobile IPv6 (FPMIPv6) [11]). On one
hand, PMIPv6, as a network-based mobility man-
agement, provides mobility for the mobile nodes
(MNs) without their involvement. This means the
network handles the mobility management on be-
half of the MN. As a result, PMIP helps to avoid
the complexity of the protocol stack in the MN as
well as to reduce tunneling overhead (over the air)
and handover latency compared to the MIPv6. It is
achieved by introducing two new network entities,
namely the Local Mobility Anchor (LMA) and the
Mobile Access Gateway (MAG). The former, simi-
lar to the home agent (HA) in MIPv®6, is in charge
of tracking the location of the MN and redirecting
the MN’s traffic towards its current topological lo-
cation. While the latter is responsible for detecting
and registering the movement of the MN. On the
other hand, both PMIPv6 and MIPv6 are the cen-
tralized mobility approaches, which rely on the mo-
bility anchor to enable mobility support (LMA in
PMIPv6 and HA in MIPv6). In PMIPv6, it is com-
mon to have a huge number of devices associated
with the LMA. As the traffic demand is increased
rapidly [1], a traffic bottleneck can be formed at the
LMA. Consequently, the quality of the ongoing ses-
sions could be degraded (e.g., longer queuing delay,
and increased packet loss). Also, in a heavy load
condition, the LMA can drop the new sessions. In
this circumstance, mobile network operators may
need to deploy multiple LMAs in a large PMIPv6
domain, so that the traffic can be distributed among
the LMAs [10]. Yet, it is highly possible that some
LMAs become overloaded while the others are un-
derutilized. Thus, load balancing (LB) among the
LMAs is needed.

Several LB proposals [12, 13, 14, 15] have been
introduced to allow the LMA to be dynamically

2IETF, http://www.ietf.org

assigned and changed according to the load of all
LMAs in the domain. When an MN initially at-
taches to the domain, the LB will be executed to
select the appropriate LMA in terms of load to serve
this MN (namely proactive-MN approach). How-
ever, the varying session rate (of the existing MNs)
and data rate (of the existing sessions) may cause
load-unbalanced situation between the LMAs. In
order to address this issue, the LB can be triggered
when the load of an LMA exceeds a specified thresh-
old (called reactive-MN approach). In this case, an
MN will be selected to move from the overloaded
LMA to a less loaded one. Yet, changing LMA
causes some issues for the ongoing sessions such as
service disruption and packet loss.

As Internet is widely deployed and spread across
a large area, it carries a variety of common infor-
mation resources and services. In a sharing world,
the group communication service, which refers to
the ability to send data to several receivers at the
same time, is naturally becoming more and more
important especially in some areas like multime-
dia distribution, gaming, and financial services, etc
[16]. In this context, the scalability and bandwidth
efficiency from the multicast routing make the IP
multicast a remarkable solution from the applica-
tion point of view to allow the mobile networks to
deal with a huge number of traffic, particularly, in
mobile environments where users usually share fre-
quency bands and limited capacity [17]. However,
its role has been neglected in all existing LB pro-
posals. As such, the consideration of multicast in
the existing LB mechanisms can bring several is-
sues from both load balancing (efficiency degrada-
tion) and multicast service perspective (e.g., tunnel
convergence problem [18] and service disruption).

For these reasons, a LB mechanism which takes
the multicast service into account is needed. In this
paper, we will introduce such a LB mechanism, the
so-called multicast-based mechanism. The key idea
is that by separating the multicast LB from the
unicast LB, the proposed solution helps better dis-
tribute the load among the LMAs in runtime, thus,
improving the efficiency of resource utilization. In
more details, when an LMA is overloaded, a multi-
cast session will be selected to move to a less loaded
one. The LB will also be executed when a listener
starts a new multicast session to select the appro-
priate LMA to serve this session. As a result, the
proposed solution does not influence the ongoing
unicast/multicast sessions (except the selected ses-
sion with which the multicast service disruption, in



most cases, satisfies the requirements for the real-
time services [19]).

As this article is an extension of [20], we will
make a quick view on the issues caused by applying
multicast in the existing proposals as well as the
multicast-based solution. We will discuss in detail
the criteria for the selection of the LMA and the
multicast session. Next, the performance analysis
will be done regarding the LMA load and the mul-
ticast service disruption. Finally, we will evaluate
the multicast-based solution in terms of load distri-
bution among LMAs using a near-to-real testbed.
The testbed which is a combination of virtual ma-
chines and the network simulator NS-3 [21] has been
deployed to reduce the hardware cost and to pro-
vide more flexible experiment while allowing to ob-
tain the realistic results. It is noted that this paper
mainly focuses on the multicast listener.

The rest of this paper is organized as follows. Sec-
tion 2 presents the existing LB mechansims as well
as the issues when considering multicast with these
mechanisms. Section 3 introduces the multicast-
based LB as well as the criteria for the LMA and
multicast session selection. Section 4 presents the
performance analysis regarding LMA load and mul-
ticast service disruption. Section 5 takes a look
on the experiment testbed including the testbed
description, the experiment scenarios and the col-
lected results. Section 6 discusses the limitations of
the proposed solution as well as security consider-
ation. Finally, Section 7 concludes the paper and
provides perspectives for future works.

2. Related Work

2.1. Load Balancing: from Mobile IPv6 to Proxy
Mobile IPv6

In fact, both MIPv6 and PMIPv6 are two typical
examples of the centralized mobility management
protocol. They rely on a central mobility anchor
e.g., HA in MIPv6 and LMA in PMIPv6 to provide
mobility support. The central mobility anchor is
responsible for maintaining the mobility signaling
and data traffic of all connected MNs in the domain.
As a result, it raises the bottleneck and single point
of failure. Therefore, the load balancing mechanism
among the mobility anchors is required.

In this context, several proposals have been intro-
duced to balance the load among different HAs in
MIPv6 and different LMAs in PMIPv6. For exam-
ple, in MIPv6, Home Agent Load Sharing architec-

ture [22] was presented to select the most appropri-
ate HA during the bootstrap phase. This solution
relies on a set of parameters including the number of
active associated MNs, current bandwith consump-
tion of HA as well as the location of the HA. In [23],
the authors proposed a method to allow reassign-
ing the HA whenever a timer expires. However, this
solution does not take into account the service dis-
ruption problem caused by the changing of the HA.
In [24], the authors introduced the “Virtual HA Re-
liability Protocol” which is an extension to MIPv6
to support load balancing among HAs. However, as
a LB solution for MIPv6, all above mentioned pro-
posals typically require the participation of the MN
into the load balancing-related signaling. There-
fore, they cannot be directly applied in a PMIP
environment.

Regarding the LB mechanism in a PMIP do-
main, there are two main strategies: LB among the
LMAs [12, 14, 13, 15] and LB among the MAGs
[25, 26, 27]. It is noted that a typical PMIPv6 de-
ployment allows one LMA to serve approximately
250 MAGs [28]. Moreover, since the LMA plays the
role of a mobility anchor, changing LMA can cause
some issues to the ongoing sessions e.g., service dis-
ruption and packet loss. For these reasons, in this
paper we focus on the LB mechanism among the
LMAs.

There are two main approaches for LB among
LMAs in PMIPv6, namely, proactive-MN and
reactive-MN. In the proactive-MN approach [12,
14], the LB will be executed in the initial phase
of an MN to select the least loaded LMA. In other
words, when an MN initially attaches to a PMIPv6
domain, the least loaded LMA will be selected to
serve this MN in runtime based on the current load
of all LMAs in the domain. All mobility sessions
of this MN then would be anchored at the assigned
LMA during their lifetime in the domain. The main
advantage of this approach is that it does not in-
fluence the ongoing sessions of the registered MNs.
However, since it is executed in the initial phase
of an MN, the varying session rate and data rate
may cause the unfair load distribution among the
LMAs. In the reactive-MN approach [13, 15], the
LB will be triggered when the LMA load exceeds a
specified threshold. The overloaded LMA will se-
lect one (or several) MN(s) to move to a less loaded
LMA (called target LMA, or tLMA). This approach
allows the network to adapt to the current situa-
tion. Thus, it may give a better performance e.g.,
distributing load among LMAs and increasing the



reliability. Since the LMA plays the role of the mo-
bility anchor for the MN, changing LMA during
the mobility session could impact the selected MNs
ongoing sessions in terms of service disruption and
packet loss. For this reason, this change is not rec-
ommended by the IETF [12, 14]. In addition, the
existing proposals only consider the ongoing ses-
sions as the unicast ones. In more details, in [13],
the load information of all LMAs can be collected
and managed at the authentication, authorization
and accounting (AAA) server which then selects the
tLMA among the LMAs in the domain. In [15], the
authors do not mention about how to select and get
the address of the tLMA. The MN selection can be
based on some policies such as: i) The MN having a
real-time service should not be selected [13]; and/or
ii) The MN with the highest session-to-mobility ra-
tio should be selected [15].

In conclusion, the existing load balancing mech-
anisms can be considered as a per-MN approach.
That means these proposals are based on the as-
signment of the MN with an anchor. All flows of
this MN are anchored at the assignment anchor dur-
ing their lifetime. Moreover, these mechanisms rely
on a central entity to collect and manage the col-
lected load of the mobility anchors. As can be seen
later in the experiments, the load mainly depends
on the traffic, rather than the number of associated
MNs. Therefore, a per-flow load balancing mecha-
nism should be provided. In addition, the existing
proposals only consider the ongoing sessions as the
unicast ones. How the LB works with the multicast
is still an open question. It is also necessary to con-
sider IP multicast to avoid the potential impact of
multicast service on the efficiency of load balancing.

2.2. Multicast Mobility Support in PMIPv6

As described in the base solution [28], to sup-
port multicast in a PMIPv6 domain, the multicast
router (MR) function (executing a multicast rout-
ing protocol e.g., Protocol Independent Multicast
- Sparse Mode (PIM-SM) [29]) and the Multicast
Listener Discovery (MLD) proxy function [30] need
to be deployed at the LMA and the MAG, respec-
tively [28]. In this case, a listener always receives
the multicast traffic from its LMA via the LMA-
MAG tunnel, just like the unicast traffic.

2.8. Multicast Considerations with the Ezisting
Load Balancing Mechanisms

Regarding the proactive-MN approach [12, 14],
this approach only takes the current load of the

LMAs (neither unicast nor multicast service) into
account. As a result, the varying session and data
rate of the registered MNs may result in an un-
fair load distribution between LMAs. On the other
hand, the reactive-MN approach [13, 15] allows se-
lecting one MN to move from an overloaded LMA to
a less loaded one (called target LMA, or tLMA) (see
Fig. 1). The Proxy Binding Update (PBU)/Proxy
Binding Acknowledgment (PBA) messages are then
exchanged between the current LMA (cLMA) and
the tLMA allowing the tLMA to serve as the new
mobility anchor of the MN. When considering mul-
ticast in the reactive-MN approach, if there is more
than one listener (including the selected one) asso-
ciated with the cLMA and subscribing to the mul-
ticast channel, the cLMA will continue forwarding
this channel. Consequently, moving the MN can-
not help significantly reduce the LMA load, espe-
cially when the load generated by this MN is mainly
derived from this channel. The total load of all
LMASs may also be increased since the tLMA may
need to join the channel. Also, from the multicast
service point of view, several procedures (e.g., ob-
taining the MN’s subscription information via the
MLD Query/Report process, joining the multicast
delivery tree) need to be executed in order to allow
the MAG to continue receiving the traffic (from the
tLMA). As a result, it experiences a noticeable ser-
vice disruption for the ongoing multicast channels.
Additional mechanisms (e.g., MLD proxy peering
function [31]) are required to reduce the service dis-
ruption time. In the worst case scenario, as the
LMA selection algorithm does not take multicast
service into account, the tLMA may not support
the multicast capability. In other words, the mul-
ticast service cannot be guaranteed at the tLMA.
Also, since many proxy instances are installed at
MAG, it may cause the tunnel convergence prob-
lem [18].

3. Multicast-based Load Balancing Solution

In this section, at first, some criteria to select
the appropriate LMA and multicast session for
the LB purpose will be discussed. Two differ-
ent approaches of the multicast-based solution i.e.,
the proactive-multicast (or MAG-initiated) and the
reactive-multicast (or LM A-initiated) are then con-
sidered. In the former case, LB will be invoked
when an MN starts a new multicast session to se-
lect a suitable LMA to serve this session. In the lat-
ter case, LB will be executed whenever an LMA is
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Figure 1: IP Multicast in the reactive-MN approach.

overloaded by selecting a multicast session to move
from this LMA to the less loaded one. It can be
done thanks to an extension to MLD proxy sup-
porting multiple upstream interfaces [32]. In this
case, only one proxy instance is deployed at MAG
with multiple upstream interfaces towards different
LMAs. Consequently, the MN can receive the mul-
ticast traffic from a less loaded LMA, while obtain-
ing the unicast traffic from its LMA.

3.1. LMA and Multicast Session Selection

3.1.1. Target LMA Selection

Target LMA selection is first based on the chan-
nel policy which is defined by the operators (if ex-
ist). Otherwise, the LMA selection relies on the
following policies (from high to low priority): i)
The least loaded LMA among the (not overloaded)
LMAs having the multicast forwarding state for
this channel should be selected; and ii) The LMA
with the lowest load in the domain should be se-
lected. The selection policies come from the fact
that if the channel is already available at the se-
lected LMA (tLMA) with a negligible increase of
load, the tLMA can forward this channel to the
MAG [16].

To do so, a new logical entity, the so-called load
balancing controller (LBC), has been introduced.
This entity collects and manages the load state in-
formation of all LMAs as well as their active multi-
cast channels in the domain. It is also responsible

for the LMA selection. Upon the location of the
LBC, three different schemes can be considered as
below:

e Centralized LBC entity (CE-LBC): The func-
tionality of the LBC is responsible by a central
entity, called C-LBC. This entity is similar to
the notion of rfLMA as described in [12]. The
LMAs periodically report their current load
and their active multicast channels to the C-
LBC by using an extension to the PBU/PBA
message with the load information [12]. The C-
LBC can be co-located with the AAA server.

e Distributed LBC function on the LMAs
(DLMA-LBC): The LBC function is executed
in a distributed manner among the LMAs.
Each LMA maintains a so-called Load Table
which includes load information of all LMAs
and their associated multicast channels in the
PMIPv6 domain. Each LMA periodically ex-
changes the information with each other in the
domain, for example, by setting a common
multicast group for all LMAs. Based on the
load information in the Load Table, the LMA
can select the most appropriate LMA candi-
date.

e Distributed LBC function on the MAGs
(DMAG-LBC): In this case, the load and list of
the current multicast channels of all LMAs is



collected and stored at the MAGs. The MAG
can obtain these information of the associated
LMA by using an extension of PBU/PBA mes-
sages or an extension of the Heartbeat message
with the load information [33].

Without loss of generality, this paper only con-
siders the first scheme. As all LMAs periodically
report their workload to the C-LBC, the frequency
of the workload report should be carefully exam-
ined as the trade-off between the precision of the
load state and the signaling/processing overhead.
One possible solution is that the LMA only reports
its workload when its load exceeds/is lower than a
certain load level. For example, the load of an LMA
can be devided into three levels: low (e.g., the load
is less than 30% of capacity), medium (from 30% to
70%), and high (above 70%). Therefore, the LMA
only sends its load to the C-LBC whenever its load
level changes. The higher number of levels can pro-
vide more accurate load state of an LMA at a cost
of an increase in the generated traffic. Besides, the
load threshold value should also be considered. The
threshold value of each LMA depends on its capac-
ity e.g., it may be set to a certain percent of the ca-
pacity. The threshold value can also be dynamically
calculated upon the current load of all LMAs in the
domain such as the average of the current load of all
LMAs. Note that if the threshold value is dynami-
cally calculated, additional signalling overhead can
be introduced. In this paper, the threshold value
selection is left for the implementation works.

3.1.2. Multicast Session Selection

The multicast session can be selected following
some criteria: i) To reduce the potential impact
on the ongoing sessions, the real-time and delay-
sensitive sessions should not be selected. However,
if all sessions are the real-time and delay-sensitive
ones, the session with the highest data rate should
be selected; and ii) The session requiring the highest
data rate with the smallest number of subscribed
listeners should be selected. It is noted that to
better select LMA, the LMA selection algorithm
should take the expected load of the selected mul-
ticast session into account.

3.2. Load Balancing in the Proactive-Multicast Ap-
proach

The signaling procedure for the proactive-
multicast (MAG-initiated) approach is illustrated

in Fig. 2. When a registered MN wishes to sub-
scribe to a multicast channel and this channel is
available at the current MAG, the MAG will for-
ward it directly to the MN. Otherwise, it will con-
tact the C-LBC to get the address of an LMA (fol-
lowing the criteria as stated earlier), which can be
served as the multicast anchor point for this session.
After joining the channel via the tLMA, the MAG
can receive the multicast packets and forwards them
to the MN. Note that the communication between
the MAG and the C-LBC can be done by extend-
ing the Remote Authentication Dial In User Service
(RADIUS) protocol for PMIPv6 [34] or PBU/PBA
messages. Regarding the distributed scheme, for
example, the DLMA-LBC (where the functionality
of LBC is distributed among LMAs) the procedures
are almost similar to those in the CE-LBC scheme.
However, the MAG, instead of contacting with the
C-LBC, will ask the MN’s LMA to get the address
of the target LMA. That means the MN’s LMA
plays a similar role as the C-LBC.

3.8. Load Balancing in the Reactive-Multicast Ap-
proach

Fig. 3 shows the signaling procedure for
the reactive-multicast (LMA-initiated) approach.
When an LMA (cLMA) is overloaded (its load ex-
ceeds a certain threshold), a multicast session will
be selected to move from this LMA to a less loaded
one (tLMA). After obtaining the tLMA address
from the C-LBC, the cLMA sends the tLMA’s ad-
dress and the selected multicast session informa-
tion to all related MAGs via a load-warning mes-
sage (e.g., using an extension to the Update Noti-
fication message (UNP) [35]). The C-LBC also re-
quests the tLMA to join the channel in advance to
reduce the multicast service disruption. The MAG
then sends an MLD Report to the tLMA to join
the channel. Afterwards, the MAG can receive the
multicast packets from the tLMA instead from the
cLMA. In the meantime, the cLMA can leave this
channel in order to lower its load. It is noted that
in case of DLMA-LBC, the cLMA can decide itself
on the tLMA based on its Load Table.

3.4. Handover Consideration

As can be seen in Fig. 4, if the MN performs
a handover between two MAGs, the normal PMIP
operation will be executed to update the routing
information at the MN’s LMA and the new MAG.
Then, the similar process as for the new multicast
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session at the new MAG will be undertaken to select
the appropriate LMAs to serve the ongoing multi-
cast channels.

4. Performance Analysis

In this section, at first, we will highlight the dif-
ferent load factors imposed on the LMA. Based on
that the comparison will be conducted between the
reactive-MN and the reactive-multicast approach
regarding their efficiency. The multicast service dis-
ruption time will also be considered.

4.1. Load Analysis

4.1.1. Load imposed on LMA

As stated previously, to support multicast in
a PMIPv6 domain, the multicast router (MR)
function and the MLD proxy function [30] need

to be deployed at the LMA and the MAG, re-
spectively.  All multicast traffic passes through
the MAG-LMA tunnel, accordingly. As such, the
load of the LMA comes from two main parts:
the load from the typical LMA’s tasks (L!m2)
and the load from the MR’s tasks (L; ). It
is noted that a minor amount of load which is
imposed by the background processes (e.g., system
processes) is ignored in our analysis. Thus, we have
Lie = Lija + Liiia: M
ma ma ma

As a typical LMA, it performs three main logic
functions: mobility routing (processing the unicast
traffic from/to the associated MNs), location man-
agement (processing PBU/PBA, updating binding
cache, maintaining tunnel, etc.) and home network
prefix (HNP) allocation [10]. As a result, LI™¢
comes from three main parts L°", L™ and LIl

lma’ “lma> lma

corresponding to these logic functions. L]'2" and
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Lhal depend on all the unicast sessions of the reg-
istered MNs, and the new MN arrival rate (\,),
respectively. While L%a depends on the number
of registered MNs (n) and the new MN arrival rate

(An). Hence, they are given by

n

por = NS (@)

i=1 j=1
L;Z?Zla = MLnas (3)
Lfﬁa = (n+An)Lim, (4)

where L, is the load offered by the unicast flow
j of the MN;; L, and Ly, are the unit load gen-
erated when the LMA performs the location man-
agement and HNP allocation for an MN.

Regarding the multicast router role, L;"" can be
split into three main contributions corresponding to
three functions: packet replication (LET)), reverse
path forwarding (RPF) recalculation (L'?f)) and
state maintenance function (L) [16]. LE' is the
total load from all the multicast channels which are
available at the LMA, and defined as

Lfrfr = Zm: Lma (5)
=1

where Ly,., is the load of channel M C;. Note that
the multicast router can replicate the data for mul-
tiple outgoing interfaces with almost the same level
of load compared to that for one interface (or the
unicast traffic with the same characteristics e.g.,
packet size and data rate) [16].

Let us now consider the different load factors
which can be used as the parameters to select

the appropriate LMA such as: processor capacity
(CPU), number of supported sessions, number of
registered MNs, and bandwidth. Accordingly, we
assign each factor with a weighting variable which
reflects the selected load factors. We then obtain

n o u;

Lipe = o (n+ An) Lim+BAa Lty Y S L,

i=1 j=1

m
+OLEE + 0L +p Y Line,. (6)
=1

where «, f3,7,9,0, and p are weighting factors
(in the interval [0,1]). For example, if the load is
defined as the number of registered MNs, only two
factors L%a and Ll};‘ffa are taken into account. In
this case, the values of v, 9,8, p should be set to 0.

LMA load is given as
Ly) = a(m+ M) Lim + BraLna. (7)

lma

As a result, the impact of the number of sessions
as well as the session’s data rates on the LMA load
are ignored. Similarly, if the load is considered as
the number of sessions, L;’%" and LP" are taken
into consideration, in which the load of each session
is identical. Thus, «, 8,0, and 8 should be set to 0.

Eg. (6) becomes

Ll(73m = 72 ZL LGn, + PZ Lye,;. (8)
i=1

i=1 j=1
Again, the impact of the session’s data rate is
ignored. However, it is obvious that a high data



rate session puts much more load on the LMA than
the low data rate one. Therefore, they cannot be
treated equally. In this chapter, we consider the
sessions with different characteristics have different
impact on the load.

In order to evaluate the load distribution among
LMAs in different approaches, we use Jain’s
Fairness Index [36]. Let L denote the set of LMAs
in the domain: L = {LMA,,..,LMA,;}, where 1
is the number of LMAs. According to [36], the
fairness index can be computed by

l [
(S L)
FI= 1 (1) \o’
l- 21:1(lea)2

where L{") is the load of the LM A; (i=1,..,]). The
1

fairness index ranges from 7 to 1, in which the
higher index indicates more fair situation. Ideally,
when the load is equally distributed among LMAs,

the fairness index is 1.

9)

4.1.2. Reactive-MN and Reactive-Multicast Com-
parison
In the reactive-MN approach, the overloaded
LMA selects an MN (say M N;o) to move to a less
loaded one. Therefore, the load reduction at the
overloaded LMA is calculated as

wio m
L) = alin 495 Ui 93 s (10)
=1

j=1

where

1
Ti{ 0

In the worst case, the tLMA should join all the
ongoing multicast channels of the M N;g. Thus, an

additional load (L") is added to the tLMA load.

If M Njg is the last member of channel MC;,
otherwise.

Ui m
L™ = aLin +9 Y Dy + 03 @iLmer, (11)
i=1

Jj=1

where

_J1
%=1

The difference between the added and the re-
duced load can be considered as the waste load

adding to the system. Thus, the waste load is given
by

If M N, is subscribed to the channel MC;,
otherwise.

w a

L(mn) _ L(mn) _ Lgnmn) — pzwimei7 (12)
=1

()
AAA
1
PR 6”0\ / mm
tml

. /
e SAs

Figure 5: Reference network topology.

I"I’

where w; = a; — ;. Thus, we have

1 If M Njg is subscribed to M C; and number
of listeners subscribed to this channel at the
overloaded LMA is greater than 1;

0 Otherwise.

w; =

It is noted that this value should be taken into
account when selecting MN, for example, a lower
value indicates more effective selection.

In the reactive-multicast approach, if the MCjq
is selected, the released load at the LMA is

Lng) = pLmcio- (13)

Following the LMA selection policy, it is high
probability that the M Cjg is already available at
the tLMA. As a result, the tLMA does not need to
join this channel (Lt(lmc) = 0). In this case, the to-
tal load of the system is reduced (reduction amount
= Lpme,,). In other words, L = —Lpe,,- Even
in the worst case, if the tLMA needs to join the
channel, there is no waste load (LLI”C) =0).

4.2. Multicast Service Disruption Consideration

In the reactive-MN and the reactive-multicast ap-
proach, the changing LMA of an MN (listener) may
cause the service disruption of the ongoing multi-
cast sessions. The multicast service disruption time
is defined as a period when a listener cannot receive
the multicast packets.

Fig. 5 shows a reference topology for performance
analysis. The delay factors consisting of the total
delay are defined as follows:

® tm: the delay between two MAGs.
e t,,;: the delay between MAG and LMA.



® ... the delay between MAG and C-LBC.
e t;,: the delay between LMA and AAA/C-LBC.
e {;: the delay between two LMAs.

e t..: the delay between two MRs (between
LMA and MR).

e t,: the delay between MAG and listener (MN)
(wireless connection).

® tioin: the delay time an MR needs to join a
multicast channel (including processing time
and PIM Join transmission time).

® t4rq: the query response delay which is the in-
terval between the moment when the MN re-
ceives an MLD Query and replies with a report
[30].

e t.,: the routing convergence time which re-
flects the time to update the new anchor lo-
cation of the selected MN’s prefix.

Assuming that the delay associated with the mes-
sage processing in the network entities (e.g., time
for PBU/PBA processing) is included in the to-
tal value of each variable. In the reactive-MN ap-
proach, as can be seen in Fig. 1, the service disrup-
tion time (SD) can be calculated from the moment
when the cLMA sends a PBU to the tLMA until
the moment when the MN receives the first multi-
cast packet from the tLMA. Let djoin and dgciivery
denote the time needed for the tLMA to join and
get the first multicast packet for this channel (from
a router which already had the multicast forward-
ing state for this group, namely intersection MR or
IMR), respectively. Assuming that n,,, is the av-
erage number of hops between tLMA and IMR, we
have
(14)

djoin = nm'r’tjoina
(15)

ddeli'uery = Nynrbrr-

Thus, the service disruption time in the reactive-
MN approach is given by

SDR,MN = 2tll +3tml +3twl +tqrd+nmrtjoin Fmrtrrttey.

(16)

Via the utilization of the peering function (PF)

in the reactive-MN approach, the time needed for

the MLD proxy instance at the MAG to obtain

the multicast subscription information can be

ignored. Consequently, the service disruption can
be calculated as

10

SDR,MN,PF = 2tll+3tml +twl+nmrtjm'n Fnmrtrrttey.

(17)

Similarly, the service disruption time in the
reactive-multicast approach is computed from the
moment when the cLMA sends a load warning
message to the MAG until the moment when the
MN receives the multicast traffic (see Fig. 3).

SDR,M = max{thl, nmrtjoin +nmrtrr}+tml +twl-

(18)

Also, as seen in Fig. 4, the service disruption

during handover (multicast handover latency)

when applying the multicast-based LB mechanism
is expressed as

SDHO = tl2+2twl +max{2tmlv 2tmm}+tmc +tml
+ max{tmc + tmla tla + nmrtjoin + nmrtrr}' (19)

where t;5 is the layer 2 handover latency.

5. Experiment and Numerical Results

From the LB perspective, this section will present
two separate experiments. At first, we will show in
general how the different factors affect the load of
an LMA. We will then evaluate the performance
of the multicast-based solution in comparison with
the MN-based solution and the pure-PMIP envi-
ronment (without any load balancing mechanism)
by using a near-to-real testbed. It is noted that,
at this stage, we only focus on the case where the
traffic is dominated by the multicast traffic. In ad-
dition, the load is defined as the CPU utilization
rate and the performance metric is the load dis-
tribution among the LMAs. From the multicast
perspective, this section will present the numerical
results for the service disruption time analysis given
in the previous section.

5.1. Testbed Deployment and Scenarios Descrip-
tion

5.1.1. Testbed Deployment

As illustrated in Fig. 6, the testbed is a com-
bination of a virtualized environment which con-
sists of the multiple virtual machines (e.g., using
User-mode Linux) and the Network Simulator NS-
3 as similar as in [37]. The PMIP entities (LMA,
MAG) and the multicast sources (MSs) are the vir-
tual machines while the access points (APs) and
MNs (which play the role of a multicast listener)
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(b) Experiment 2

Figure 6: Evaluation Testbeds.

are NS-3 nodes. More precisely, a PMIPv6 domain
is deployed using an open source PMIP namely OAT
PMIP [38]. Multicast support is enabled in this
domain by deploying multicast router functions at
LMA (using MRD6 [39]) and MLD proxy functions
at MAG (using ECMH [40]). The multicast traffic
is generated by a traffic generator tool (like Iperf
[41], or MINT [42]). Thanks to the virtualization
technique, this testbed helps to achieve the realis-
tic results and supports a large number of MNs at
a low cost. For instance, the testbed is deployed
on a single physical machine even with a very lim-
ited capacity: CPU Intel Core 2 Duo T7500 (2.2
GHz) with 2 GB of RAM and 320 GB of hard disk
running Ubuntu 10.04 LTS. During the experimen-
tation, the LMA load is collected by using a perfor-
mance measurement tool e.g., mpstat>.

5.1.2. Impact of Different Load Factors

To show the impact of different factors on the
LMA load, the first experiment used a testbed com-
posing of one LMA, one MAG (and one AP), and
one MS;, as described in Fig. 6(a). Then two exper-
iment scenarios are defined as follows:

e Scenario 1: The scenario 1 aims at demonstrat-
ing the case where the load takes into account
only the number of MNs (without any user-
generated traffic). The number of MNs asso-
ciated with the LMA will be varied from 1 to
150 (Due to the limitation of the testbed, it
can only support upto 150 MNs). The binding
registration signaling for these MNs occurred

3http://linuxcommand.org/man_pages/mpstat1.html
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within a small interval (50s) which almost rep-
resents the worst case scenario.

e Scenario 2: This scenario shows the impact of
unicast/multicast flow with different data rates
on the LMA load. Thus, only one MN is re-
quired. At first, the MN subscribes to a mul-
ticast channel broadcasting by the MS. The
LMA load will be measured when the flow’s
data rate is varied from 100 Kbps to 15 Mbps.
Note that a standard definition video stream-
ing typically runs at 3.75 Mbps while the high
definition at 15 Mbps [43]. The multicast flow
is then replaced by the unicast one with the
same data rate. The datagram size in both
cases is kept constant at 67 bytes.

In order to improve the credibility of the experi-
ment results, the LMA load was collected each one
second during 360 seconds in each experiment.

5.1.83. Evaluation of the Multicast-based LB Mech-
anism

The second experiment aims at evaluating the
performance of the multicast-based solution in com-
parison with the MN-based and the pure-PMIP en-
vironment. At this stage, the experiment focuses on
the case where the traffic is dominated by the mul-
ticast traffic. The performance evaluation metric
is the load distribution among LMAs. This metric
is selected since we could not achieve high system
performance without fairly and efficiently utilizing
the available network resources. The other metrics
such as queuing delay and packet dropping proba-
bility will be left for future works.



As illustrated in Fig. 6(b), the testbed is com-
posed of one LBC, three LMAs, three MAGs (and
three APs), three MSs, and 18 MNs. The C-
LBC functionality is implemented by extending the
LMA functionality. At the beginning, each multi-
cast source M S; (i=1,2,3) broadcasts six multicast
channels C;; (j=1,..,6) with identical traffic charac-
teristics (400 Kbps). In the experiment, we use the
same threshold value for all LM As, for example, 85
percent of the CPU utilization rate. At first, the
M N;; attaches to the M AG; and the LM A;, re-
spectively. The unicast flow is also created between
each MN and the corresponding MS (100 Kbps).
Two scenarios (scenario 3 and scenario 4) are then
defined to evaluate the proactive-multicast and the
reactive-multicast approach.

In the scenario 3, six MNy; (j=1,..,6) join six
multicast channels Ci; (via LMA;); M Ny joins
Cgl (via LMAQ), MN31 and MN32 join 031, 032
(via LM As3), respectively. Three approaches are
considered: the pure-PMIP, the proactive-MN and
the proactive-multicast. In the scenario 4, six M IV
(j=1,..,6) join three multicast channels (say Cj,
Cia, Ci3) at the LM A; (i=1,2,3) (two MNs per
channel, three channels at each LMA). Then the
data rate of the existing multicast sessions as well as
the number of sessions are varied to make the LMA
load changes. For instance, at the LM A, the data
rate of the channel Cy; and Ci5 is increased with
800 Kbps and 1.2 Mbps, respectively. The chan-
nel Cy; (at LM As) and the channels Cs;, Cso (at
LM As) are terminated. The results then are col-
lected when the pure-PMIP, the reactive-multicast
and the reactive-MN approach are applied.

5.2. Fxperimental Results

5.2.1. Load Factors Measurement

Fig. 7 reports the average and standard devia-
tion values of LMA load as a function of the num-
ber of MNs (scenario 1). In this case, the load is
calculated according to Eq. (7). We also measure
the load from background processes: (average, stan-
dard deviation) = (1.001%, 0.888%). We can ob-
serve that the load slightly increases when the num-
ber of MNs increases. Fig. 8 illustrates the LMA
load when the data rate of the multicast and uni-
cast flow is varied (scenario 2). When the flow’s
data rate is low, the load imposed by the multi-
cast and unicast flow is almost the same. As the
flow rate increases, the load offered by the multi-
cast flow is higher than that by the unicast flow. As
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Figure 7: Load versus number of MNs (scenarion 1, experi-
ment 1).
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Figure 8: Load versus flow’s data rate (scenarion 2, experi-
ment 1).

the experiment was conducted by using a very lim-
ited capacity machine, it requires about 75% load
to treat a high definition video flow (15 Mbps). It
also could be observed that the load offered from a
typical LMA’s task with 150 MNs is similar to that
from a low rate multicast flow (about 200 Kbps).
Thus, it is obvious that the multicast/unicast flow
is a crucial factor in terms of load put on the LMA.
In other words, in a multicast-dominated domain,
moving an MN from the overloaded LMA could not
help reduce its load significantly.

5.2.2. Ewvaluation of the Multicast-based Load Bal-
ancing Solution

Fig. 9 shows the FI value in the scenario 3. At
the beginning, the load of all LMAs are almost the
same. As a result, the FI value is very close to 1
(indicating that the load is almost shared among
the LMAs). From the time the MNs subscribed to
the multicast channels (at about 120s), the FI value
is decreased rapidly in the pure-PMIP environment
since the load is concentrated on LM A;. For in-



120

100

LMA Load (%)
@
o

a
=]

0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750

Experiment Time (s)

40t

20

(a) pure-PMIP and proactive-MN approach

120

LMA 1 ——
LMA 2 —<—
LMA 3 —%—
100

LMA Load (%)
e ]
o

o
S

40 t

300

Experiment Time (s)

400 500 600 700

(b) proactive-multicast approach

Figure 10: LMA load in the scenario 3 (experiment 2).
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Figure 9: Fairness Index in the scenario 3 (experiment 2).

stance, LM A, becomes overloaded while LM Ag
and LM Az are at low load, as shown in Fig. 10(a).
Since the LMA assignment is already done for the
MNs, the FI value in the pure-PMIP can also be
considered as that in the proactive-MN. It is clearly
seen that the FI value in the multicast-based ap-
proach is always greater than that in the other
cases (Also, the FI value is close to 1). It demon-
strates that the multicast-based approach achieves
a better load distribution among the LMAs. The
reason is the proactive-multicast approach dynam-
ically assigns the channel to the least loaded LMA
at the time when the channel is started. In more
details, the LMA load in the proactive-multicast
is illustrated in Fig. 10(b). Note that the curve
is not smooth since the results are collected from
the near-to-real testbed (in which some background
processes are generating a minor amount of load).

Fig. 11 plots the FI value in the scenario 4. At
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the beginning (from 0 to 120 ms), when each LMA
has to serve three identical channels, the LMAs’
load is nearly equal. As a result, the FI value
in three approaches is almost the same and very
close to 1. As the data rate of the existing mul-
ticast flow at LM A; is increased (C11’s data rate
is increased from 400 Kbps to 800 Kbps), LM A4,
load is increased accordingly. Meanwhile, the load
of LM Ay and LM As is decreased (channel Co; at
LM Ay and Cs; at LM Ag are terminated). Conse-
quently, the FI value is decreased. Since the reac-
tive LB mechanism is only evolved when the LMA
load exceeds the threshold value (85%), the FI val-
ues in three approaches are kept the same when
the LMAs are running under a heavy load. When
LM A, is overloaded (at about 240 s, as Cay’s data
rate is increased from 400 Kbps to 1.2 Mbps), the
LB mechanism is executed. As a result, the FI
value in the reactive-MN and reactive-multicast is
clearly greater than that in the pure-PMIP envi-
ronment. That means the load is better shared be-
tween the LMAs. Moreover, the reactive-multicast
approach gives a better performance than the MN-
based (FI value is greater). In more details, the
multicast channel with the highest data rate (Co
with 1.2 Mbps) is moved from LMA; to LM As
in the reactive-multicast approach, while one MN
(among two) subscribed to this channel is moved to
LM As in the reactive-MN approach.

The details of load distribution of the different
approaches is plotted in Fig. 12. Note that the
reactive-MN helps avoid LM A; from being over-
loaded. Meanwhile, in the reactive-MN approach
the overload status cannot be resolved (LM A; is
still overloaded, while LM A3 load is greatly in-
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Figure 12: LMA load in the scenario 4 (experiment 2).
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Figure 11: Fairness Index in the scenario 4 (experiment 2).

creased). As a result, the total load of all LMAs is
significantly increased compared to the pure-PMIP
and the reactive-multicast approach, as shown in
Fig. 13. Tt is due to the fact that LM A3 has to join
the channel C15 while LM A; continues forwarding
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Figure 13: Total load of all LMAs.

this channel. In this case, more than 31% of the
LMA capacity is wasted.



5.8. Multicast Service Disruption Time

In this subsection, the following parameter values
are used: t,;m =ty = tig = trr = 10 ms, t = thne
=20 ms, t,,=15 ms, t;5, =13.5 ms, ¢ = 50 ms,
and tgrq = 374.2 ms. t, is typically in seconds (for
example, the default value in case of using the Open
Shortest Path First (OSPF) is 10 seconds) [44, 45].
In this subsection, it is set to 1s. The value of n,,,
is varied over a range [0, 10] hops. It is noted that
most parameters used in this evaluation are set to
the typical values found in [37] and [46].

Fig. 14 shows the multicast service disruption
time as a function of n,,.. It appears clearly that
the service disruption in the reactive-MN (Dg_yrn
and Dg_ynv_pr) is definitely higher than the maxi-
mum tolerant interruption time for normal services,
as specified in [19] is 500ms. Thus, it causes a
noticeable service disruption. On the other hand,
the service disruption in the reactive-multicast is
kept below the value of 300ms, thus, satisfying
the requirements for the real-time services [19].
In other words, the reactive-multicast approach
helps greatly reduce the service disruption com-
pared to the reactive-MN solution. Moreover, in
the reactive-multicast approach, if there exist the
LMA which already had the forwarding state for
this channel and is not overloaded, it should be cho-
sen as the tLMA. As a result, it is high probably
that the djoi and dgeiiver are ignored. That means,
in most cases, Dgr_ps is 75 ms.

Fig. 15 shows the service disruption time dur-
ing handover as a function of n,,,.. We could ob-
serve that when n,,, < 6, the handover latency
is below the value of 300 ms. Moreover, in most
cases the multicast traffic is already available at the
tLMA, thus, the service disruption during handover
is 200 ms. Consequently, the handover impact on
the quality of the multicast flow is almost imper-
ceptible.

6. Discussions

From the performance analysis and the experi-
ment result, we conclude that none of the two so-
lutions are complete. The multicast-based solution
in general works well in the domain where the mo-
bile data traffic is dominated by the multicast traf-
fic; the unicast-based solution, in contrast, works
well with the unicast-dominated domain. For in-
stance, the multicast-based solution may be the
most convenient for distributing load among the
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dedicated multicast LMA (M-LMA) which work as
the unique mobility anchor for the multicast traf-
fic to all the registered MN in the PMIPv6 do-
main [18]. It comes from the fact that the M-LMA
only serves the multicast traffic. As a result, the
multicast-based should co-operate with the MN-
based solution to enhance the reliability and scala-
bility of the network. For example, the proactive-
MN can be applied when an MN enters the PMIPv6
domain, while the proactive-multicast is evolved
when a multicast session is initiated. Whenever
an LMA is overloaded, if it is possible (if there
exists at least one on going multicast flow), the
reactive-multicast approach should be firstly per-
formed. Then, if the overloaded state still exists,
the reactive-MN should be executed. The main idea
is that we try to distribute the load among LMAs
by using the multicast-based solution before apply-
ing the reactive-MN solution to avoid the influence
on the ongoing sessions. Therefore, the blocking
probability of a new MN (session) and the drop-
ping probability of the existing MNs (sessions) are
obviously lower than the existing LB mechanisms
(lower is better) .



Regarding the security issue, in our paper, it is
assumed that the LMAs and MAGs which par-
ticipate in the LB mechanism have an adequate
prior agreement and trust relationships between
each other e.g., using IPsec security association.
Moreover, the tunnel between MAGs and LMAs
can be pre-established as described in [10].

7. Conclusions and Perspectives

As the multicast is expected to be widely used in
the future networks, degrading the role of the mul-
ticast in the available LB mechanisms can cause
some issues not only from LB perspective (degra-
dation of efficiency) but also from multicast per-
spective (tunnel convergence problem and service
disruption). To overcome these issues, a multicast-
based solution has been proposed. The benefit of
the proposed solution is that it does not influence
the other ongoing unicast/multicast sessions. It can
also co-operate with the existing LB proposals to
improve the performance of the network.

Via a near-to-real testbed, the experiment re-
sults show that the proposed solution helps better
distribute the load imposed by the multicast flows
among LMAs. Additionally, it helps greatly reduce
the multicast service disruption time caused by the
changing LMA compared to the existing proposals,
even satisfying the service disruption requirement
for the real-time services.
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