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Abstract

In this paper we study base station sleep modes that, by reducing power consumption in periods of low traffic,
improve the energy efficiency of cellular access networks. We assume that when some base stations enter sleep mode,
radio coverage and service provisioning are provided by the base stations that remain active, so as to guarantee that
service is available over the whole area at all times. This may be an optimistic assumption in the case of the sparse base
station layouts typical of rural areas, but is, on the contrary, a realistic hypothesis for the dense layouts of urban areas,
which consume most of the network energy.
We consider the possibility of either just one sleep mode scheme per day (bringing the network from a high-power,

fully-operational configuration, to a low-power reduced configuration), or several sleep mode schemes per day, with
progressively fewer active base stations. For both contexts, we develop a simple analytical framework to identify optimal
base station sleep times as a function of the daily traffic pattern.

We start by considering homogeneous networks, in which all cells carry the same amount of traffic and cover areas
of equal size. Considering both synthetic traffic patterns and real traffic traces, collected from cells of an operational
network, we show that the energy saving achieved with base station sleep modes can be quite significant, the actual
value strongly depending on the traffic pattern. Our results also show that most of the energy saving is already achieved
with one sleep mode scheme per day. Some additional saving can be achieved with multiple sleep mode schemes, at the
price of a significant increase in complexity.
We then consider heterogeneous networks in which cells with different coverage areas and different amounts of traffic

coexist. In particular, we focus on the common case in which some micro-cells provide additional capacity in a region
covered by an umbrella macro-cell, and we prove that the optimal scheduling of micro-cell sleep times is in increasing
order of load, from the least loaded to the most loaded. This provides a valuable guideline for the scheduling of sleep
modes (i.e., of low-power configurations) in complex heterogeneous networks.
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1. Introduction

Eskimos are said to use many words for snow, because
snow pervades their environment. On the contrary, in the
early days of networking, the term power was used to iden-
tify the ratio of throughput over delay [3, 4], because en-
ergy issues did not belong in the networking landscape.
Then, cellular networks and battery-operated terminals

✩Some of the results in this paper have been presented in [1] and
[2].
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(most notably mobile phones) came along, and power con-
trol (now real power, measured in J/s) became an issue,
in order to extend both the distance from the base sta-
tion at which a terminal could be used, and the battery
charge duration (in the early ’90s, heavy users carried a
spare charged battery in their pocket, to avoid being cut off
around noon). Next, sensor networks brought with them
the question of power minimization to increase the net-
work lifetime. Still, before the turn of the century, power
consumption was not an element of the wired network de-
sign space. The first paper that addressed energy issues
in fixed networks was [5], where Gupta and Singh inves-
tigated the energy consumption of Internet devices, and
discussed the impact of sleep modes on network proto-
cols. Since then, the interest in energy-efficient networking
has been steadily rising, and the energy issue is now ad-
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dressed in many conferences and research projects, among
which we wish to mention TREND (Towards Real Energy-
efficient Network Design) [6], the Network of Excellence
funded by the European Commission within its 7th Frame-
work Programme, which supported the work reported in
this paper.
The directions that are presently pursued to achieve

energy efficiency in networking can be grouped in two
classes: 1) development of new technologies that reduce
energy consumption, and 2) identification of approaches
that make the network energy consumption proportional
to traffic. The rationale for the second direction derives
from the observation that today network equipment ex-
hibits power consumption which is practically independent
of load. For example, a base station of a cellular network
consumes at zero load about 60-80% of the energy con-
sumption at full load [7].
Approaches that aim at improving the proportionality

between the network energy consumption and the network
load can be further divided in 2 sub-classes: 2a) devel-
opment of equipment exhibiting better proportionality of
energy consumption to load, and 2b) identification of algo-
rithms that allow the reduction of the functionality of net-
work equipment in periods of low traffic, so as to decrease
energy consumption in such periods. The algorithms that
received most attention in class 2b are often called speed
scaling, and s leep modes. By speed scaling we normally
mean that the equipment can operate at different clock
rates, with lower rates corresponding to lower power (and
lower performance). By sleep modes we mean that in pe-
riods of low traffic the network operates with a subset of
its equipment, the rest being switched off to save energy.
In the case of cellular networks, the critical equipment

for power consumption is the base station (BS), whose
typical consumption ranges between 0.5 kW and 2 kW
[8, 9], including power amplifiers, digital signal processors,
feeders, and cooling system. Moreover, according to [10],
all together, the BSs make up for about 80% of the total
energy consumption of the cellular network.
In this paper we consider sleep modes for BSs in cel-

lular networks, with reference to 3G technology, and we
investigate the benefits that can be achieved by putting
to sleep, i.e., bringing to a low-power-idle (LPI) state, a
BS during periods of low traffic. This means that, in the
future, the cellular access network planning should allow
the selection of different operational layers corresponding
to network configurations that specify the set of active BSs
to serve different levels of traffic. These configurations
can be activated according to predefined schedules, that
are derived based on a combination of traffic forecasts and
logs of traffic measurements. We compute the maximum
amount of energy that can be saved with this approach,
and we study the impact of the number of configurations,
considering different types of network topologies with ide-
alized cell structures. We then consider a real BS layout
in a urban environment and a realistic coverage map, and
show that significant savings can be achieved also in this

scenario.
We assume that when some BSs are in sleep mode, radio

coverage and service provisioning are taken care of by the
base stations that remain active, so as to guarantee that
service is available over the whole area at all times. This
may be an optimistic assumption in the case of sparse
base station layouts in rural areas (where network plan-
ning usually aims at coverage using large cells), but is on
the contrary a realistic hypothesis for the dense layouts of
urban areas (where network planning normally aims at ca-
pacity, with very redundant coverage, based on few large
and many small cells), which consume most of the network
energy. When some BSs enter the LPI state, the base sta-
tions that remain active may need to increase their trans-
mission power, so as to cover also the area that was covered
by the sleeping BSs. However, in our previous study [18]
we showed that this increment in power consumption is
usually negligible.
The main contributions of this paper are the following.

We develop an analytical framework to identify the opti-
mal scheduling of low-power network configurations (in-
cluding how many BSs should be put into sleep mode and
when) as a function of the daily traffic pattern, in the cases
in which either just one low-power configuration per day
is possible (bringing the network from a high-power, fully-
operational configuration, to a low-power reduced-capacity
configuration), or several low-power configurations per day
are permitted (progressively reducing the number of ac-
tive base stations, the network capacity, and the network
power). We then compute the achievable energy savings
in several cases: i) assuming that any fraction of base sta-
tions can be put to sleep, ii) accounting for the constraints
resulting from typical regular base station layouts, and iii)
considering the case of a realistic network deployment in
the city center of Munich. Moreover, we consider het-
erogeneous networks in which coverage is obtained by the
superposition of macro-cells, that act as umbrella cells,
and micro-cells, that provide additional capacity in spe-
cific areas. We prove that the optimal scheduling accord-
ing to which micro-cells should be put to sleep is in order
of increasing load. We show that, in a realistic heteroge-
neous network with real traffic profiles, large savings can
be achieved by putting BSs to sleep, starting from the least
loaded to the most loaded.
The rest of the paper is organized as follows. Section

2 reviews the related literature. Optimal energy savings
schemes for homogeneous networks are presented in Sec-
tion 3. Savings on regular configurations are computed in
Section 3.5. Section 4 details the analysis of heterogeneous
networks, and provides a case study of a real network. Sec-
tion 5 discusses implementation issues. Finally, Section 6
concludes the paper.

2. Related Work

The fact that BSs are the most energy-greedy compo-
nents of cellular networks, and are often under-utilized,
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was realized only few years ago [10, 11, 12, 13]. Since
then, several approaches have been pursued to reduce the
carbon footprint of BSs, ranging from the use of renewable
energy sources [14], to the improvement of hardware com-
ponents [15], to cell zooming techniques [16], to the adop-
tion of sleep modes. As regards to sleep modes, starting
from our early works [17, 1, 18], it has been shown that
sleep modes adoption for BSs is an efficient solution that
allows a significant amount of energy to be saved during
low traffic periods. Later, also the authors of [19] showed,
using real data traces, that promising potential savings
are achievable by turning off BSs during low traffic peri-
ods. Recently, in [20] the authors have investigated energy
savings in dynamic BS operation and the related problem
of user association, showing that their algorithms can sig-
nificantly reduce the energy consumption. A distributed
solution to switch off underutilized BSs when traffic is low,
and switch them on when traffic is high, was proposed in
[21]; large savings, that depend on temporal-spatial traffic
dynamics, are shown to be possible.

Besides BSs switch-off, sleep modes can be enabled also
considering different options, ranging from the reduction of
the number of active transmitters [22], to the switch-off of
a whole network, when coverage is provided by other tech-
nologies of the same operator, or when several operators
offer coverage in the same service area [23], by allowing
customers to roam from the network that switches off to
one that remains on.

Differently from most previous works, but expanding
our analysis in [1] and [2], here we analytically character-
ize the maximum energy savings that can be achieved in
regular networks, under a given traffic profile. In partic-
ular, we analytically show that the optimal trade-off be-
tween energy savings and complexity in network manage-
ment is obtained when only few low-power configurations
per day are allowed, and BSs are put to sleep according to
increasing load. These results are also corroborated by a
case-study analysis.

The extensions that we provide with respect to [1] and
[2] are mainly the following: i) we consider a more real-
istic energy consumption model; ii) we consider the case
of multiple, progressive low-power configurations per day,
proving that small numbers of configurations are sufficient
to achieve most of the possible energy savings; iii) we prove
that the optimal sleep order consists in putting BSs to
sleep in increasing order of load; iv) we consider different
cell types (business and residential); v) we obtain analyt-
ical results from a more detailed synthetic traffic pattern;
and vi) we consider as a case study the heterogeneous BS
layout in a square of 800 by 800 m in downtown Munich,
with real traffic profiles, resulting from measurements in
an operational network.

T/2 t

1

f(τ1)

τ1

f(τ3)

τ3

Saving

f(τ2)

τ2

Figure 1: Example of multiple sleep schemes with N =3.

3. Optimal Sleep Modes in Homogeneous Net-

works

In this section we propose a simple analytical frame-
work to compute the maximum energy saving that can be
achieved by properly scheduling multiple low-power net-
work configurations in homogeneous networks. We first
consider an idealized synthetic traffic profile, that we call
two-step traffic pattern, for which we easily obtain analyt-
ical results. Then, we present results obtained with some
measured traffic patterns collected from a cellular network
in operation.

3.1. The network and traffic model

Let f(t) be the daily traffic pattern in a cell, i.e., the
traffic intensity as a function of time t, with t ∈ [0, T ],
T = 24 h, and t = 0 at the peak hour; f(t) is normalized
to the peak hour traffic, so that f(0) = 1. As an example,
in Fig. 1 we report a typical daily traffic pattern that, for
simplicity, is symmetric around T/2. We assume that f(t)
is a continuous and differentiable function of t.

The cellular access network is dimensioned so that at
peak traffic a given QoS constraint is met. Clearly, if the
QoS constraint is met under peak traffic f(0), it is also
met for lower values of traffic intensity, and thus during
the whole day. For analytical tractability, we assume that
in the considered area all cells have identical traffic pat-
terns; thus, we say that the network is homogeneous. We
recognize that BSs deployed in real networks can be sub-
jected to different traffic patterns, and we will consider
traffic heterogeneity in Section 4.

Consider an area with M homogeneous cells and con-
sider a low-power network configuration Φ such that, dur-
ing periods of low traffic, a fraction x < 1 of the cells, i.e.,
xM cells, are active, while the remaining fraction, 1 − x,
of the cells (actually, of the respective BSs) are in LPI
(or sleep) mode. When the low-power configuration Φ is
applied, the xM active BSs have to collectively sustain,
in addition to their own traffic, the traffic that in normal
conditions is taken care of by the (1− x)M sleeping BSs;
thus, their traffic becomes:

f (Φ)(t) = f(t) +
(1− x)M

xM
f(t) =

1

x
f(t) (1)

3



i.e., an active cell receives 1/x times its own traffic1. Thus,
to always satisfy the QoS constraint, Φ can be applied
whenever the traffic f(t) is so low that f (Φ)(t) is still below
1, that is the peak hour traffic; this is what we call the load
constraint,

f (Φ)(t) =
1

x
f(t) < 1 (2)

Starting from the peak hour, with decreasing f(t), the
earliest time instant τ in which Φ can be applied is defined
by,

f (Φ)(τ) = 1 (3)

so that,
τ = f−1(x) (4)

By assuming that the low-power configuration Φ is applied
as soon as the traffic profile permits, the scheme Φ is fully
specified by the value of τ . Considering, for simplicity, a
daily traffic pattern that is symmetric around T/2, i.e.,
such that f(τ) = f(T −τ) with τ ∈ [0, T/2], and assuming
that f(t) is monotonically decreasing in [0, T/2], the period
in which Φ can be applied starts in τ and lasts for the whole
time in which the traffic intensity is below f(τ) = x, i.e.,
for a period of duration T − 2τ .

3.2. The energy consumption model

Coherently with the assumption of a homogeneous net-
work, we assume that in the considered area all BSs have
identical power consumption. Actually, BSs deployed in
real networks may consume a different amount of power
(e.g., due to different technology); however, the assump-
tion that all the BSs consume the same amount of power is
reasonable, at least in some portions of dense urban areas.
For each BS, we assume that the power consumption

equals WLPI in the LPI state, i.e., when the BS is in sleep
mode. Instead, when the BS carries a traffic f(t), its power
consumption can be expressed as

P (t) = WLPI +W0 +WT f(t) (5)

where W0 is the power necessary for an active BS carrying
zero traffic, in addition to WLPI , and WT is the power
necessary for the BS to handle one unit of traffic. Note
that, in our computations, we will consider the normalized
values of the three power components, such that the sum
is equal to one when the traffic is maximum (i.e., equal to
one).
Obviously, the values of WLPI , W0, and WT depend on

the BS technology and model, but normally the W0 com-
ponent dominates (for numerical values see for example
[9], [24]). Typically, the higher is the power consumption
in the LPI state, the shorter is the BS activation time.
Therefore, the values of WLPI depend on the policy that

1Note that (1) holds for the case of a specific low-power network
configuration, Φ, in an area where M cells are deployed. When
several low-power configurations are used, the condition of (1) must
hold for each of them.

an operator may want to adopt, based on activation and
deactivation times of BSs. In our computations, we will
use low values of WLPI , since we assume the BSs are put
in LPI state only few times per day. This implies that ac-
tivation/deactivation times, even if long in absolute terms
(e.g., tens of seconds or even few minutes), can be consid-
ered negligible with respect to long sleep time intervals.
The energy consumed in a day by a BS in a cellular

network in which all BSs remain always on is

EALLON =
∫ T

0
(WLPI +W0 +WT f(t)) dt

= T (WLPI +W0) +WT

∫ T

0
f(t)dt

(6)

Consider now a network in which the low-power config-
uration Φ is applied at time τ . In this case, the BSs have
different daily consumption, depending on whether they
are always on or they enter sleep mode when traffic is low.
The energy consumed in a day by a BS which is put to
sleep according to configuration Φ is equal to

ESLEEP = 2
∫ τ

0
(WLPI +W0 +WT f(t)) dt

+ 2(T/2− τ)WLPI

= TWLPI + 2τW0 + 2WT

∫ τ

0
f(t)dt

(7)

because from 0 to τ and from T − τ to T the BS is on,
while for the rest of the day the BS is in the LPI state. The
energy consumed in a day by a BS which remains on while
other cells are put to sleep according to configuration Φ is
equal to

EON = 2
∫ τ

0
(WLPI +W0 +WT f(t))dt

+ 2
∫ T/2

τ
(WLPI +W0 +WT

1
xf(t))dt

= T (WLPI +W0) + 2WT

∫ τ

0
f(t)dt

+ 2WT
1
x

∫ T/2

τ
f(t)dt

(8)

because from 0 to τ and from T − τ to T the BS carries
only its traffic share, while for the rest of the day the BS
carries also a portion of the traffic of the BSs in the LPI
state.
Considering that a fraction 1 − x of the BSs is put to

sleep according to configuration Φ, while the remaining
fraction x remains on, the average energy consumption of
a BS is

EΦ = (1− x)ESLEEP + xEON

= TWLPI + [2(1− x)τ + Tx]W0

+ 2WT

∫ τ

0
f(t)dt+ 2xWT

1
x

∫ T/2

τ
f(t)dt

= TWLPI + TW0 − (1− x)[T − 2τ ]W0

+ WT

∫ T

0
f(t)dt

(9)

Thus, the energy saved by using configuration Φ with
respect to the always-on case is:

S = EALLON − EΦ = (1− x)[T − 2τ ]W0 (10)

which corresponds to saving the power W0 for the fraction
of cells in LPI state, and for the period in which the low-
power configuration Φ is used. The fact that no traffic is
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lost is reflected in the independence of S from WT . In the
numerical results that we will report in what follows we
will often use the percentage saving obtained by dividing
S by EALLON .

Let us now focus on the case of multiple low-power con-

figurations in which N low-power network configurations
are allowed per day, each configuration being denoted by
Φi with i = 1, ..., N . In particular, given a decreasing traf-
fic profile f(t), symmetric around T/2, we assume that
the configurations Φi are ordered in such a way that the
fraction of BSs in sleep mode increases with i. In other
words, we assume to put to sleep a fraction (1−x1) of BSs
at a certain time instant τ1, a fraction (1 − xi) at τi, ...,
and (1 − xN ) at τN , with x1 > · · · > xi > · · · > xN . Let
the N−dimensional vector τ collect the switching instants
τi, i.e., τ = [τ1, τ2, · · · , τN ]. Extending (10), the energy
saving with respect to the always-on case is,

SN (τ) = 2W0

N
∑

i=1

(τi+1 − τi)(1− f(τi)) (11)

with τN+1 = T/2. Indeed, with reference to Fig. 1 for the
case N = 3, the saving is given by the white area made of
three rectangles and, for example, from τ1 to τ2 the saving
is given by 1 − f(τ1)(τ2 − τ1), from τ2 to τ3 the saving is
given by 1− f(τ2)(τ3 − τ2), and so on.

The saving can be maximized (and the consumption
minimized) by choosing the configurations Φi so as to
maximize SN (τ). Assuming that the function SN (τ) is
piecewise differentiable and convex (these conditions are
satisfied by construction given the conditions we imposed
on f(τ)), the optimal choice of the schemes, i.e., the op-
timal τ , namely τ∗, is such that ∂SN (τ)/∂τi = 0, for
i = 1, · · · , N . The optimal scheme is given by the solution
of the following system of equations,

−f ′(τi)(τi+1 − τi) + f(τi)− f(τi−1) = 0, (12)

with i = 1, ..., N , and f ′(t) is the derivative of f(t) with
respect to time t, and τ0 = 0 (so that f(τ0) = 1) and
τN+1 = T/2. Notice that there may exist different schemes
corresponding to the same consumption, and there may
exist different solutions of (12) that are local maxima of
(11); among these values, one of those leading to S(τ∗) can
be selected as the optimum. For example, in Fig. 2, two
(single) low traffic configurations corresponding to time
instants τ1 and τ2 lead to the same energy saving.

The corresponding maximum energy saving is denoted
by SN and it represents the best that can be done un-
der traffic f(t) by allowing the network to move across N
different low-power configurations.

An upper bound to the achievable network saving can
be obtained by considering that the fraction of BSs that
is in sleep mode increases in a continuous way, through
infinitesimal increments. In other terms, the upper bound
of the saving, namely SU , can be computed as the com-

T/2 t

1

f(τ1)

τ1

f(τ2)

τ2

Saving1

Saving2

Figure 2: Two schemes achieving the same energy saving.

t

1

f(t)

T/2 T

L

L

LT/2

Figure 3: Synthetic traffic pattern.

plement of the integral of f(t),

SU = 2W0
2

T

∫ T/2

0

(1− f(τ))dτ (13)

In the case of a non-symmetric traffic pattern f(t), it can
be easily shown that the optimum scheme can be derived
in a similar way, by solving the derivative of the saving
SN (τ) that corresponds to the asymmetric profile.

3.3. A synthetic traffic pattern

To start analyzing the effect of the number of network
configurations used in a day, we consider a synthetic traffic
pattern, that, while being very simple, allows us to tune
the traffic shape by acting on a single scalar parameter.
We consider the family of two-step traffic profiles plotted
in Fig. 3 and defined by

f(t) =







L−1
L

2t
T + 1 0 ≤ t < T

2 L

L
L−1 (

2t
T − 1) T

2 L ≤ t ≤ T
2

(14)

with L ∈ [0, 1]. The parameter L defines the position of
the curve knee: the knee is in (LT/2, L); for L = 1/2
the curve is made of just two segments: one for decreasing
traffic and one for increasing traffic. Note that lower values
of L correspond to lower overall daily traffic loads.
We start by analyzing the case of one low-power network

configuration, N = 1, that alternates to the normal full-
capacity configuration. When L > 1/2, the maximum
energy saving is reached for two values of τ ,

τ∗ = T/2
3L− 1

2L
and τ∗ = T/4 (15)
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Figure 4: Synthetic traffic pattern: maximum achievable saving for
various number of network configurations versus the parameter L.

When L ≤ 1/2, the maximum occurs at the curve knee,
that is for

τ∗ =
TL

2
(16)

When two low-power configurations are allowed, i.e., N =
2, the maximum saving is achieved for (τ∗1 , τ

∗
2 ) with,

(τ∗

1 , τ
∗

2 ) =

{(

T
4

L(3L−1)

2L2
−1/2(L−1)2

, T
2

L(3L−1)

2L2
−1/2(L−1)2

)

if L > 1/3
(

T
2
L, T

4
(L+ 1)

)

otherwise
(17)

For a case in which the BS consumption is independent
of the traffic (similar to existing equipment), i.e., WT = 0
in (5), Fig. 4 shows, in percentage, the maximum net-
work saving versus L for various values of N ; the upper
bound is also reported. Clearly, the saving increases with
N , reaching the upper bound for N → ∞. Values of N
equal to 2 or 3 are enough to achieve saving that is close
to the upper bound. Higher values of N bring small addi-
tional improvements only, while introducing higher com-
plexity in network management. Indeed, larger values ofN
mean more switching decisions (sleep mode entrance/exit)
per day. This may lead to: i) higher instability in the
sleep algorithms, due to the higher switching frequencies;
ii) poorer quality of service caused by users’ disconnec-
tion, due to frequent activation/deactivation of BSs. By
computing the difference between the maximum achiev-
able saving in the case of two low-power configurations
and one only, we found that the saving increase is at most
8%, suggesting that the use of two configurations instead
of one only does improve the maximum achievable saving,
but to a limited extent.

3.4. Measured Traffic patterns

We now consider traffic profiles measured from the net-
work of an anonymized cellular operator. In particular,
we consider traffic profiles taken from two individual ur-
ban cells with different user types: one cell refers to a
business area, and the other one to an area that is mainly
residential. Moreover, for each of these cells, we consider
two profiles: the weekday profile is chosen as the average of
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Figure 5: Business cell: weekday and weekend traffic profiles.
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Figure 6: Residential cell: weekday and weekend traffic profiles.

the weekday profiles collected during a week; the weekend

profile is an average of the two weekend days of the same
week. The traffic profiles are reported in Figs. 5 and 6.
Profiles are normalized to the weekday peak value, that oc-
curs around 11am for the business area, and in the evening
for the residential area. Clearly, two completely different
trends characterize the two areas: traffic is concentrated
during the working hours of the weekdays for the business
area, while traffic is higher during the evening for the res-
idential area, where the difference between weekdays and
weekends is marginal. However, for both profiles, traffic
is very low from late night to early morning, i.e., from
2.30am to 7.30am approximately. The transitions from
peak to off-peak and vice-versa are extremely steep in the
business weekday profile, while they are slow in the res-
idential area. As expected, profiles are very specific of
given areas and can vary quite remarkably. However, from
the set of real measurements we analyzed, we found that,
given a certain type of area (residential or business), all
traffic profiles relative to that area are characterized by a
very similar trend. This suggests that the sleep scheme
should be planned based on the type of the urban area.

Table 1 shows the maximum achievable savings under
different sleep schemes. We also consider different power
consumption models, by varying the values of WLPI , W0

and WT . Note that the values used in the first two lines of
the table (i.e., high values ofW0 and low values ofWT ) can
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be considered representative of older BS designs or of cur-
rently deployed BSs. Instead, the values used in the last
two lines of the table (i.e., lower values of W0 and higher
values ofWT ) better represent the current designs that aim
at more proportionality between power consumption and
traffic, and will be reflected in future BS deployments. As
regards the low power idle consumption value, this mainly
depends on the depth of the BS LPI state, and on the BS
wake-up time. Here we consider low values of WLPI , since
we focus on long sleep intervals, so that BSs can be put
into deep LPI states which do not require very fast reac-
tivation times. From the table 1, we observe that saving
is higher when W0 equals the maximum power consum-
ption (i.e., the normalized value is equal to one), and the
consumptions WLPI and WT are zero. Obviously, saving
decreases as WT increases (and W0 decreases accordingly),
and when the power consumption in LPI mode increases.
Among the considered profiles, the largest saving is

achieved with the business weekend profile, since traffic
is extremely low during the whole day. As expected, sav-
ing increases with N for all profiles2. Again, as N in-
creases, the additional saving with respect to the single
low-power configuration case is limited, with some differ-
ences between the business and residential cases. In the
case of the business weekday profile, with very steep transi-
tions from off-peak to peak traffic, one low-power network
configuration, N = 1, is already very effective and only
marginal improvements are achieved with higher values of
N . For the residential area case, improvements with N
are larger. This difference again suggests that the choice
of the sleep scheme should be tailored to the traffic profiles
and the type of area.
If we compare the results obtained from the measured

profile against those of the synthetic profile given in Fig. 3,
approximating the measured profiles of the working days
with the synthetic profile with L = 0.4, we can observe
that savings are very similar. Indeed, savings between
35% and 60% are predicted with the synthetic profile.
These numbers are in accordance with the ones presented
in Tab. 1, for W0 = 1 and WLPI = WT = 0.

3.5. Sleep Modes with Deployment Constraints

While in the previous section we derived the optimal
energy saving considering the shape of function f(t) only,
in real cases it is not possible to put to sleep any fraction
1 − x of the cells, since the access network geometry and
the actual site positioning constrain the fraction of sleep-
ing cells to only a few specific values. In this section, we
start by focusing on two simple abstract regular cell lay-
outs, and we evaluate, taking into account the deployment
constraints, the actual achievable saving.

2Note that, we suppose that an operator may apply multiple low-
power network configurations only during sufficiently large time in-
tervals (e.g., during night), and does not apply any sleep scheme
during short intervals of low traffic, i.e., when traffic decreases for
few minutes only.

Figure 7: Hexagonal three-sectorial configuration: 3 cells being put
to sleep out of 4 (top) and 8 out of 9 (bottom).

Figure 8: Manhattan (linear) configurations, from the top to the
bottom: 1/2, 2/3, 3/4.

Two frequently considered cellular network configura-
tions are the following:

• Hexagonal cells with tri-sectorial antennas: the BS is
at a vertex of the cell, during low traffic periods the
cell expands so as to cover the equivalent of 4 or 9
cells. This scheme results in 3 cells being put to sleep
out of 4 or 8 out of 9, as sketched in Fig. 7.

• Manhattan layout: cells form a grid structure; this
case is typical of streets in a urban scenario. Many
sleep schemes are possible, depending on whether the
cell is extended along a line or in an omnidirectional
fashion, creating square-shaped cells. For the linear
case, we consider the schemes represented in Fig. 8
(1/2, 2/3 and 3/4 cells are put to sleep); for the
squared case, we consider schemes leading to 3 out
of 4 and 8 out of 9 sleeping cells, as shown in Fig. 9.

Under the constraints imposed by the regular cell lay-
outs described above, we consider both the synthetic and
measured traffic profiles presented in the previous section.
Fig. 10 reports the percentage saving versus the parameter
L of the synthetic traffic profile, obtained when two low-
power network configurations are used. For completeness,
the saving upper bound and the maximum saving achiev-
able with N =2 are reported as well. Several cases are
considered; for example, the case labeled ’1/2-2/3’ means
that one out of two cells are put to sleep at time instant τ1
and two out of three are in sleep mode from time instant

7



Table 1: Measured traffic patterns: maximum achievable saving for various number of network configurations

Power Consumption Model Network configuration S[%] S[%] S[%] S[%]
Business WE Business WD Residential WE Residential WD

WLPI=0.0 W0=1.0 WT=0.0

Upper Bound 91.40 61.86 50.10 59.90
N = 3 89.85 50.96 40.06 49.21
N = 2 89.28 46.57 34.55 44.91
N = 1 84.30 42.01 26.61 33.90

WLPI=0.1 W0=0.8 WT=0.1

Upper Bound 80.46 52.68 42.16 50.90
N = 3 79.10 43.39 33.71 41.82
N = 2 78.62 39.65 29.07 38.16
N = 1 74.21 35.77 22.40 28.81

WLPI=0.0 W0=0.6 WT=0.4

Upper Bound 86.38 48.99 37.45 46.97
N = 3 84.92 40.35 29.94 38.58
N = 2 84.38 36.88 25.82 35.21
N = 1 79.67 33.27 19.90 26.58

WLPI=0.1 W0=0.4 WT=0.5

Upper Bound 67.26 35.50 26.60 33.91
N = 3 66.12 29.24 21.27 27.86
N = 2 65.70 26.72 18.34 25.42
N = 1 62.04 24.10 14.13 19.19

Figure 9: Manhattan (squared) configurations: 3/4 (top) and 8/9
(bottom).

τ2. For small values of L (right part of the curves) the
largest saving is obtained by putting into sleep mode the
largest fraction of cells (configuration 8/9). These values
of L correspond to cases in which the transient from the
peak to the off-peak traffic is short (steep decrease) and
it is convenient to put to sleep a larger number of cells
for a (slightly) shorter time. However, the saving rapidly
decreases as L increases, and the schemes that correspond
to put to sleep a smaller number of cells, such as 1/2 or
2/3, become more convenient. Note that for low values
of L (that correspond to low overall daily traffic loads),
the results for regular topologies are quite similar to those
with no topological constraints. The effect of topology be-
comes relevant at high load, in cases in which only a small
fraction of cells can be switched off, but this may not be
possible due to the topological structure.

Consider now the measured traffic profiles of the busi-
ness area. Fig. 11 reports the network saving that can
be achieved with two low-power network configurations,
considering the weekday traffic pattern. The graph, with
its level curves, shows the saving achievable when the first
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Figure 10: Two low traffic network configurations: network saving
versus the parameter L for the synthetic traffic profile.

configuration is entered at τ1 and the second one at τ2.
Observe that, by the definition of τi, the white area for
which τ1 > τ2 corresponds to non admissible points. The
markers localize the cases possible with regular topologies.
Saving is maximized when the first configuration occurs in
the evening, and the second is during night. The strange
behavior of the curves corresponding to the vertical slice
around lunch time is due to the corresponding gap in the
traffic profile, see Fig. 5. Interestingly, regular topologies,
identified by the markers in the figure, achieve good sav-
ing, pretty close to the maximum possible. This suggests
that, even in presence of some topological and physical
layout constraints, sleep schemes can be quite effective,
and shows that a simple analytical model, coupled with a
synthetic traffic pattern, leads to potential energy savings
estimates that are similar to what is achievable through
more detailed models.
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Figure 11: Business cell - weekday profile: network saving with two
low traffic network configurations.

4. Heterogeneous Networks

In the previous section, we have considered homoge-
neous networks in which all BSs are characterized by the
same power consumption and the same traffic load, and
cells are equivalent and interchangeable in terms of cov-
erage, so that any number of cells can be put into sleep
mode while the remaining active cells guarantee coverage.
We now consider the case of heterogeneous networks, i.e.,
networks in which cells of different size and load coex-
ist (possibly covered by BSs of different technologies). In
particular, we consider a scenario in which an umbrella
(macro) cell provides coverage over an area, and K micro-
cells are deployed to provide additional capacity. To save
energy, micro-cells can be put to sleep when their traffic
is low and can be carried by the macro-cell; in this case,
their traffic cannot be carried by the other micro-cells due
to coverage limits.
As before, we assume that the traffic profile f(t) of the

umbrella cell is decreasing with t and is symmetric around
T/2. The micro-cells have the same traffic profile shape
as the macro-cell, since this is given by the typical human
behavior that is assumed to be uniform in a given area;
however, based on the cell size and user density, the shape
can be scaled of a given factor, i.e., micro-cell i supports
a traffic that is αif(t). We assume that micro-cell i con-
sumes an amount of power equal to

P (i)(t) = W
(i)
LPI +W

(i)
0 +W

(i)
T αif(t) (18)

while the macro-cell consumes

P (M)(t) = W
(M)
LPI +W

(M)
0 +W

(M)
T f(t) (19)

In the case of homogeneous networks, a low-power net-
work configuration Φ was defined by the fraction of active
cells x and the corresponding smallest instant τ in which
the load constraint (2) was satisfied. Here, in the hetero-
geneous case, we define a low-power configuration by spec-
ifying the active/sleep state, micro-cell by micro-cell. In
particular, a configuration Ψ can be represented through

an indicating function, I(Ψ)(k) with k = 1, · · · ,K, that
defines the state of the micro-cell k, that can be either
sleeping or active,

I(Ψ)(k) =

{

1 if micro-cell k is sleeping
0 if micro-cell k is active

(20)

The configuration Ψ is feasible at time t if the following
load constraint condition holds,

(

1 +

K
∑

k=1

αkI
(Ψ)(k)

)

f(t) < 1 (21)

This condition imposes that the load in the macro-cell does
not exceed the maximum allowable load, namely 1; and
that the macro-cell is receiving the traffic of all the micro-
cells that are in sleep mode, i.e., for which I(Ψ)(k) = 1.
Assuming, as before, that f(t) is symmetric and decreasing
in [0, T/2], the scheme Ψ becomes feasible at time τ , with,

τ = f−1

(

1

1 +
∑K

k=1 αkI(Ψ)(k)

)

(22)

Putting to sleep micro-cell k at time t is convenient in
terms of energy consumption when the additional cost
that the macro-cell has to sustain to carry the traffic of
micro-cell k is smaller than the saving achieved by putting
micro-cell k into sleep mode; i.e., when the following saving
constraint holds,

W
(k)
0 +W

(k)
T αkf(t) ≥ W

(M)
T αkf(t) (23)

We define, then, a scheme Ψ to be convenient at time t if
(23) holds for every micro-cell k in sleep mode. When Ψ
is applied, the power saving is equal to,

S(Ψ)(t) =

K
∑

k=1

[

W
(k)
0 + (W

(k)
T −W

(M)
T )αkf(t)

]

I(Ψ)(k)

(24)
To find the optimal multiple low-power configuration

sleep scheme, we first define the set of all possible configu-
rations, C. The set C contains 2K elements that correspond
to all possible combinations of any micro-cell being either
active or sleeping, C = {Ψi} with i = 0, · · · , 2K . At time
t, the set of the feasible and convenient configurations is
defined by those configurations Ψi that, at t, satisfy both
the load constraint (21) and the saving constraints (23),

C(t) ⊂ C, with

C(t) =
{

Ψi

∣

∣

∣

(

1 +
∑K

k=1 αkI
(Ψi)(k)

)

f(t) < 1
}

∩
{

Ψi

∣

∣

∣
∀k, I(Ψi)(k)

[

W
(k)
0 + (W

(k)
T −W

(M)
T )αkf(t)

]

≥ 0
}

Among the configurations in C(t), an optimal choice,
Ψ∗(t) ∈ S(t), is given by one of the configurations that
maximizes the saving in (24),

Ψ∗(t) = max
Ψi∈C(t)

S(Ψ)(t) (25)
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We focus now on the (realistic) case in which the cost

to carry a unit of traffic in the macro-cell, W
(M)
T is larger

than the costs to carry the same amount of traffic in the

micro-cells, W
(k)
T . Indeed, the larger transmission power

makes this happens most of the time [24].

This assumption means that in (24) the terms W
(k)
T −

W
(M)
T are negative, and the larger the traffic αkf(t) is, the

smaller the saving is.
Lemma 1: Under the two following conditions,

1. all micro-cells have the same power consumption

model, i.e., W
(k)
LPI = WLPI , W

(k)
0 = W0 and W

(k)
T =

WT ;

2. the cost to carry a unit of traffic through the
macro-cell is higher than through the micro-cell, i.e.,

W
(M)
T > WT ;

the “least-loaded” policy, consisting in putting the micro-
cells into sleep mode in reverse order w.r.t. their load, i.e.,
from the least loaded to the most loaded, is optimal in
terms of the achieved saving.

Proof. Consider a configuration Ψi. The term
f(t)

∑K
k=1 αkI

(Ψi)(k) represents the traffic increment that
the macro-cell undergoes when Ψi is applied; where αkf(t)
is the contribution to traffic due to micro-cell k going to
sleep mode. Now, since f(t) is monotonically decreasing in
[0, T/2], the time τi at which Ψi can be applied depends
on this traffic increment; considering two configurations
Ψi and Ψj ,

τi < τj if

K
∑

k=1

αkI
(Ψi)(k) <

K
∑

k=1

αkI
(Ψj)(k) (26)

That is, the time order in which the configurations become
feasible (i.e., satisfy the load constraint) is according to
increasing values of the total traffic added to the macro-
cell.
Denote by φi the time at which putting to sleep micro-

cell i becomes convenient; from (23),

φi = f−1





W0

αi

(

W
(M)
T −WT

)



 (27)

Since f(t) is monotonically decreasing, the times φi are
ordered according to increasing values of the individual

micro-cell load, αi, that is:

φi < φj if αi < αj (28)

Now, consider the set AV ⊂ C of all the configurations
Ψi corresponding to V micro-cells in sleep mode,

AV =

{

Ψi

∣

∣

∣

K
∑

k=1

I(Ψi)(k) = V

}

Among these, the scheme ΨV that saves the most, corre-
sponds to putting to sleep the V least loaded cells. Indeed,
from (24), the saving is

S(ΨV ) = VW0 +

K
∑

k=1

(

WT −W
(M)
T

)

αkf(t)I
(ΨV )(k) (29)

and, since the second term is negative, due toW
(M)
T > WT ,

the saving is maximized if the amount of traffic of the
sleeping cells is smallest.
Moreover, among the schemes in AV , ΨV is also the one

that becomes feasible at the earliest time, since according
to (27), the micro-cells can be put to sleep in the order of
the amount of carried load.
When ΨV satisfies the constraint (23), its saving is

larger than the best scheme of AV−1, that is ΨV−1: i.e.,
S(ΨV ) > S(ΨV −1) because the contribution to saving given
by each micro-cell k that is sleeping is positive:

W0 +
(

WT −W
(M)
T

)

αkf(t) > 0 (30)

and the saving S(ΨV ) is composed of the sum of the same
savings of ΨV−1 plus a positive term, corresponding to the
additional cell that is sleeping in ΨV w.r.t. ΨV−1.

Denote by tV the time instant in which ΨV becomes
feasible and convenient. By definition of tV , in the interval
between tV and tV+1, no configuration can save more than
ΨV , so that in the interval [tV , tV+1] the configuration ΨV

is optimum, in the sense that it achieves the maximum
possible saving.
By extending this reasoning to the other time intervals,

we conclude that putting to sleep micro BS from the least
loaded to the most loaded, leads to the maximum saving.

4.1. Case Study

In the following, we finally show how the previous results
can be applied to a realistic cell deployment.
We consider a portion of the central area of the city

of Munich, in Germany, which corresponds to a square of
800 x 800 m, comprising 1 macro-cell, 8 micro-cells, and
10 femto-cells. Femto-cells are deployed to provide addi-
tional capacity during peak hours in indoor environments.
However, we do not consider them in the sleep schemes,
since they consume a negligible amount of power, and their
coverage is extremely limited, so that the probability that
users can access them in periods of low load is very small.
The micro-cells are served by isotropic antennas, each with
transmission power of 1 W, while the macro-cell has a
tri-sectorial antenna with 40 W emitted power. We as-
sume that the total power consumption of the macro-cell
is seven times higher than the one of a micro-cell [25]. Fig.
12 presents a map of the considered area, together with a
side view (at the bottom of the figure).
The area coverage is computed from the signal strength

received on the users’ pilot channel. To estimate the chan-
nel conditions, i.e., the path losses, we use the results of
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Figure 12: Case study: Map with cell identifiers (SC = micro cell).
Aerial view (top) and side view (bottom).

a tool developed by Alcatel-Lucent, called Wireless Sys-
tem Engineering (WiSE) [26], that is based on ray-tracing
techniques. We refer the reader to [27] for further details
on users’ coverage computation.

The network is planned assuming that in the coverage
areas of the micro-cells, the users density is 5 times higher
than in the remaining area. As traffic profile, we consider
the weekday profiles of either the business or the residen-
tial areas, see Figs. 5 and 6. Moreover, we assume that at
the peak traffic hour, the most loaded cell carries a nor-
malized traffic load equal to 1. During low traffic periods,
micro-cells enter sleep mode, and the macro-cell acts as an
umbrella cell which is never switched off. We assume that
the macro-cell can guarantee full coverage, even when all
the other cells are put into sleep mode.

Table 2 summarizes the network saving obtained under
different schemes, for both the considered profiles, and for
different power consumption models. As already noted in
Section 3, the highest saving is achieved when the power
consumption W0 is maximum and the power consumed in
LPI state is zero, with saving that slightly decreases as
WT increases. Moreover, the increase of WLPI makes the
sleep mode scheme less convenient.

Saving of the order of 15-25% can be achieved with one
low-power network configuration. The saving increases sig-
nificantly with two low-power configurations (up to 32%),
while the saving increment is marginal as the number of
configurations further increases. Note that, in the case of

one low-power configuration, the savings achievable with
the business traffic profile are higher, due to the higher
steepness of the transients; the maximum savings are, in-
stead, comparable for the two traffic profiles.
Finally, Figs. 13 and 14 show the number of active micro

BSs versus time, considering the weekday traffic profiles:
the cases of one, two, three low-power configurations, are
reported. For completeness, the curve obtained with the
Least-Loaded policy is also shown (label ’Maximum’): this
represents a lower bound on the minimum number of active
BSs, and corresponds to the maximum achievable saving.

5. Implementation Issues

In this section we briefly discuss some implementation
issues related to the introduction of sleep modes in BSs.
The first fundamental implementation issue concerns

the algorithm to decide the sleep mode patterns and con-
figurations. In particular, the algorithm might be offline
or online. In the offline case, the decision is taken based on
historical data about the traffic amount and pattern; his-
torical data, possibly combined with forecast about traffic
variations, are used to decide when and which BSs should
go to sleep in a given area. The decision is thus static and
does not adapt to the actual network conditions. This is
similar to what is usually done by operators when they are
planning their networks. Online algorithms, on the con-
trary, decide the BS mode based on online measurements.
Through these algorithms, the network adapts to actual
traffic conditions. Centralized or distributed algorithms
can be implemented: the first typically involve more in-
formation exchange between BSs and network controller
entities, but is more efficient in terms of finding the opti-
mal sleep configuration; the latter requires less signaling,
but typically finds sub-optimal schemes.
Some critical issues are also related to the BS wake

up times. The amount of time required for a BS acti-
vation/deactivation depends on the sleep state level of the
BS: the deeper the sleep level is, the higher the power sav-
ing is, but the longer the transition time between sleep and
active states is. A careful trade-off should then be decided
between the depth of the sleep mode, and consequently
the saving, and the need for short state transition times.
Furthermore, in the case of online algorithms, fast traffic
variations may lead to ping-pong effects, i.e., frequent al-
ternations of switch on and off of the same devices. To
solve these problems, authors in [28] proposed to intro-
duce a guard interval to anticipate bursts of arrivals by
switching on additional BSs, and a hysteresys time before
putting BSs to sleep.
In addition, the possibility of faults due to frequent

switch-on and switch-off transients must be considered.
The hardware of present generations of BSs is not designed
for these usage patterns. New generation of equipment
must allow this possibility.
The fact that we proved in this paper that very few

switch on/off per day (typically one) are sufficient to ob-
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Table 2: Case Study: savings with different network configurations

Power Consumption Model Network configuration S[%] S[%]
Business weekday Residential weekday

WLPI=0.0 W0=1.0 WT=0.0

Single (7/9) 26.39 19.73
Double (4/9)-(7/9) 31.96 32.16
Triple (2/9)-(4/9)-(7/9) 34.64 33.43
Maximum (Least-Loaded) 38.27 38.79

WLPI=0.1 W0=0.8 WT=0.1

Single (7/9) 23.18 17.24
Double (4/9)-(7/9) 27.84 27.73
Triple (2/9)-(4/9)-(7/9) 30.06 28.78
Maximum (Least-Loaded) 33.16 33.30

WLPI=0.0 W0=0.6 WT=0.4

Single (7/9) 24.69 17.92
Double (4/9)-(7/9) 28.73 27.31
Triple (2/9)-(4/9)-(7/9) 30.05 28.18
Maximum (Least-Loaded) 33.55 32.21

WLPI=0.1 W0=0.4 WT=0.5

Single (7/9) 18.99 13.53
Double (4/9)-(7/9) 21.71 20.00
Triple (2/9)-(4/9)-(7/9) 22.94 20.59
Maximum (Least-Loaded) 25.10 23.27

tain most of the energy gain is quite relevant both for the
reduction of the impact of activation/deactivation tran-
sient times, and for the reduction of faults.
For an effective implementation of sleep modes, a net-

work operator should first weight the potential benefits,
which we have characterized in this paper, and then care-
fully consider the most convenient sleep mode level, hys-
teresis and guard interval values, scheduling BS activa-
tions and deactivations based on the network traffic statis-
tics/forecasts. Our simple models indicate that the poten-
tial energy savings are so large, that significant benefits
exist in practice, in spite of the possible reductions due to
implementation issues.

6. Conclusions

In this paper we investigated the energy saving that can
be achieved in cellular access networks by optimizing the
use of sleep modes according to daily traffic variations.
By assuming that, as is usually the case in dense ur-

ban environments, when a cell is in sleep mode, coverage
can be filled by its neighbors, we derived expressions for
the optimal energy saving when the network can move
among N different low-power network configurations, and
an expression for a theoretical upper bound of saving. Our
derivation proves that energy savings, as well as the opti-
mal choice of the periods in which different low-power con-
figurations should be adopted, are functions of the daily
traffic patterns. Thus, the first main insight deriving from
this work is that the daily traffic pattern plays a central
role in the design of dynamic network planning schemes
that adopt sleep modes.
The numerical results we presented, derived for many

cell layouts, traffic patterns, and power consumption mod-
els, provide several additional interesting insights. First

of all, for the considered real traffic patterns, savings are
quite significant: they reach 90% in the case of weekend
traffic in business areas, and are of the order of 30-40%
in other cases. This is an important signal indicating that
sleep modes can indeed be a useful tool for energy-efficient
networking. Second, we have shown that significant sav-
ings can be achieved with only one low-power network
configuration per day, while the benefit of multiple con-
figurations is minor. This is especially true in the case in
which the traffic profile has a steep transition from the off-
peak hours to on-peak hours, like in business areas during
weekdays. This is also an important message, because it
shows that most of the gains can be obtained with limited
effort on the side of network management. Third, savings
can be strongly influenced by the different power consum-
ption components of a BS. Indeed, sleep modes are more
effective when the power necessary to carry zero traffic is
high, and both the power consumption in LPI mode and
the power proportional to the traffic are low.
Finally, we have also proved that in presence of deploy-

ment of BSs for additional capacity provisioning, the op-
timal order in which the BSs should enter sleep mode, i.e.
the order that jointly maximizes energy saving and mini-
mizes the number of BS transients, consists in putting cells
to sleep according to increasing values of their load. This
too, is a relevant result for network management.
Our results provide a tangible incentive for cellular net-

work operators to implement sleep modes in their net-
works.
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Figure 13: Business weekday: number of active micro BSs versus time for different network configurations.
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Figure 14: Residential weekday: number of active micro BSs versus time for different network configurations.
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