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Abstract— We study the frequency-flat noisy MIMO in-
terference channel (IFC) without symbol extension and with
initial assumption of no channel state information (CSI) neither
at the base stations (BS) nor at the user equipments (UE).
In the noisy IFC, interference is treated as noise and hence
linear transmit (Tx) and receive (Rx) filtering is considered. A
transmission strategy is proposed through which the BS and the
UE get the necessary CSI for CSI based transmit and receive
processing, by channel training and analog channel feedback,
leading to transmission overhead. Both FDD and TDD scenarios
are considered (the details for which are not too different in
this distributed approach). In the limited overhead approach
considered, discrepancies arise between the local estimates of the
global CSI established at the various Tx/Rx units, on the basis
of which the local Tx/Rx filters are computed. These filters are
computed by optimizing a lower bound (and close approximation)
of the weighted sum rate, accounting for partial CSI. The
approach allows for simple approximate sum rate expressions
that can easily be optimized for any set of system parameters
to unveil the trade-off between the cost and the gains associated
to CSI acquisition overhead. A centralized approach is briefly
discussed also.

I. INTRODUCTION

The main bottleneck of system capacity in modern wire-

less cellular systems is interference. This comes from the

aggressive frequency reuse factor 1 that has been recently

introduced by the standardization bodies to increase the overall

system performances. A systematic study of the performance

of cellular communication systems severely affected by inter-

cell interference can be model using the K-user Interference

Channel (IFC). The application of the IFC to new challenging

practical problems has increased the research effort in studying

the interference channel from an information theoretic point

of view. While the interference channel has been the focus

of intense research over the past few decades, its capacity in

general remains an open problem and is not well understood

even for simple cases [1]. In the seminal work [2] the authors

have shown that the conventional approach of orthogonalizing

the signal dimensions can be overcome by the use of a

new signaling technique called Interference Alignment (IA).
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They have proved that for(time or frequency) varying SISO

channels a total of K
2 interference-free streams can be received

with IA instead of the 1 obtained through orthogonalization.

This significant increase of degrees of freedom (DoF) can

be achieved by asymptotic signal-space expansion in time

or frequency called symbol extension. The sum degrees of

freedom for a general MIMO IFC is still an open problem, the

only known result is given in [3] for a K = 2 user MIMO IFC.

For the case K > 2 some bounds have been provided in [4]. IA

requires perfect and global channel state information (CSI) at

all Tx/Rx. This assumption does not come for free in practical

time-varying channels. For this reason different studies have

been conducted for more practical situations. In [5] the authors

consider the SISO IFC with frequency selective channels.

Using quantized channels over a Grassmann manifold fed

back using an error-free feedback channel they show that full

multiplexing gain can be achieved if the feedback bit rate

scales sufficiently fast with the SNR. This result is extended in

[6] to the MISO and MIMO IFC. In [7] the author shows for

different selected multiuser communication scenarios that it is

possible to align the interference when the transmitters do not

know the channel coefficients but they only have information

about the channel autocorrelation structure of different users.

In [7] a staggered block fading channel model is the only

assumption required to achieve complete IA. The resulting

multiplexing gain is much lower however than for the case of

full CSI. The authors of [8] propose to use analog feedback

for the acquisition of full CSIT. The channel coefficients

are directly fed back to the base station (BS) without any

quantization process. This has the advantage, in contrast to

digital feedback, that the complexity does not increase with

SNR. They show that using IA with the acquisition of CSIT

using analog feedback incurs no loss of multiplexing gain if

the feedback power scales with the SNR.

In this paper, as in [8], we assume no other connectivity

than the Uplink/Downlink (UL/DL) wireless IFC. We want to

show that if the channel is varying not too fast in time all

the CSI acquisition, necessary for distributed IA beamformer

design, can be done with a finite overhead that causes only a

finite SNR loss compared to the full CSI case. This goes in

contrast to the distributed solutions where iterations between

Transmitters and Receiver, e.g. [9], are required in order to

converge to a proper IA solution. Those solutions require a



huge number of iterations that decrease a lot the gain of an

IA transmission. We note also that in the MIMO case, the

presence of multiple receive antennas implies that the design

of the rceivers, in a final training phase, is not negliglible

(in contrast to what was assumed in [8]). Another key point

in this paper is that an approach with even distributed CSI

acquisition as proposed here, followed by CSI based IA (or

optimized Tx/Rx), leads to significantly higher multiplexing

gains (rate prelogs) than so-called blind IA or non-coherent

IA or other IA approaches based on delayed CSIT. Finally, a

practical scheme for the training based approach considered

here is far from unique because many different training and

feedback solutions and (e.g. partial CSI based) Tx/Rx designs

are possible. We just consider one simple approach to make

the point.

II. SIGNAL MODEL

A. K-Link MIMO Interference Channel
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Fig. 1: MIMO DL/UL Interference Channel

Fig. 1(a) depicts a K-link MIMO interference channel with

K transmitter-receiver pairs. In the following we assume a

Time Division Duplexing (TDD) transmission scheme. To

differentiate the two transmitting and receiving devices we

assume that each of the K pairs is composed of a Base station

(BS) and a Mobile user (MU). This is only for notational

purposes. The k-th BS and its corresponding MU are equipped

with Mk and Nk antennas respectively. The k-th transmitter

generates interference at all l 6= k receivers. The received

signal in the Downlink (DL) phase yk at the k-th MU, can be

represented as

y
k

= Hkkxk +
K∑

l=1
l 6=k

Hklxl + nk (1)

where Hkl ∈ CNk×Ml represents the channel matrix between

the l-th BS and k-th MU, xk is the CMk×1 transmit signal

vector of the k-th BS and the CNk×1 vector nk represents

(temporally white) AWGN with zero mean and covariance

matrix Rnknk
. The channel is assumed to follow a block-fading

model having a coherence time of T symbol intervals without

channel variation. Each entry of the channel matrix is a com-

plex random variable drawn from a continuous distribution.

It is assumed that each transmitter has complete knowledge

of all channel matrices corresponding to its direct link and

all the other cross-links in addition to the transmitter power

constraints and the receiver noise covariances.

We denote by Gk, the CMk×dk precoding matrix of the k-

th transmitter. Thus xk = Gksk, where sk is a dk × 1 vector

representing the dk independent symbol streams for the k-th

user pair. We assume sk to have a spatio-temporally white

Gaussian distribution with zero mean and unit variance, sk ∼
N (0, Idk

). The k-th receiver applies Fk ∈ Cdk×Nk to suppress

interference and retrieve its dk desired streams. The output of

such a receive filter is then given by

rk = FkHkkGksk +

K∑

l=1
l 6=k

FkHklGlsl + Fknk

In the reverse transmission link, Fig. 1(b) Uplink (UL)

phase, the received signal at the k-th BS is given by:

rk = FkHkkGksk +

K∑

l=1
l 6=k

FkHklGlsl + Fknk

where Fk and Gl denote respectively the dk ×Mk Rx filter at

BS number k and the Nl × dl BF matrix applied at Tx l. The

UL channel form the l-th MU and the k-th BS is denoted as

Hkl.

B. Interference Alignment (IA)

The objective in IA is to design spatial filters to be applied

at the transmitters such that, the interference caused by all

transmitters at each non-intended RX lies in a common in-

terference subspace. In this paper we do not consider the use

of symbol extension [2]. Moreover, the interference subspace

and the desired signal subspace of each RX should be non-

overlapping (linearly independent). If alignment is complete,

simple ZF can be applied to suppress the interference and

extract the desired signal in the high-SNR regime. Since IA

is a condition for joint transmit-receive linear ZF, we need to

satisfy the following conditions:

FkHklGl = 0 ∀l 6= k (2)

rank(FkHkkGk) = dk ∀k ∈ {1, 2, . . . ,K} (3)

This last rank condition leads to the traditional single user

MIMO constraint dk ≤ min(Mk, Nk) for dk streams to be

able to pass over the k-th link. A closed form expression for

the BF and the Rx filters is not known in general, it is derived

only for a few simple MIMO interference channel configu-

rations. To determine the IA solution of a general K-User

MIMO IFC the only possible alternative is the computation

using an iterative algorithm. In the literature several of such

algorithms have been proposed based on different optimization

criteria, for example [9].

III. TRANSMISSION PHASES

We assume a block fading model, in which the channel

is assumed to be constant over T channel uses. This time

period T will need to be shared between the different training

Tovrhd and data transmission phases Tdata = T − Tovrhd of

the overall transmission scheme. In this section we describe



all the necessary transmission phases required to set up a

communication using IA beamformers and receiver filters. In

particular study in detail the FDD transmission schemes, this

approach will be justified later on in the paper.

Fig. 2: MIMO Uplink Interference Channel

A. Downlink Training Phase

During this phase each BSk sends orthogonal pilot se-

quences that can be received by all the MU for a total duration

of T DL

T
. In this way UEi can easily estimate the DL channels

Hi = [Hi1, . . . , HiK ] directly connected to it. Because the

compound channel matrix Hi has dimensions Ni ×
∑

k Mk

the minimum total duration of this training phase is

T DL

T
≥

K∑

k=1

Mk.

Each BS independently transmits an orthogonal matrix Ψk of

dimension Mk×TDL
T with power P DL

T
hence the total received

Ni × T DL

T
matrix at Rx i is:

Yi =
∑

k=1

√
P DL

T
HikΨk + V (4)

where V represents the zero mean additive white Gaussian

noise with variance σ2
v . The DL Tx power can be related to

the time duration of the corresponding Tx phase as

P DL

T
=

T DL

T∑
Mk

P
DL

T
. (5)

where P
DL

T
represents the DL power constraint. Using an

MMSE estimate on YiΨl each DL channel can be written
as Hi = Ĥi + H̃i where:

Ĥi ∼ N
(

0,
P DL

T

σ2
v + P DL

T

I

)
, H̃i ∼ N

(
0,

σ2

v

σ2
v + P DL

T

I

)
(6)

we call σ2
̂Hi

and σ2

H̃i

the variance of the channel estimate

and error respectively.

B. Uplink Training Phase

This phase can be seen as the dual of the DL training

where now all MU send orthogonal pilots to each BS for the

estimation of the UL channel matrices. The time duration of

this phase is:

T UL

T
≥

K∑

k=1

Nk.

Then BSk can estimate the compound channel matrix Hi =
[Hi1, . . . , HiK ] using an MMSE estimator as described for
the DL training phase. Each Ul channel can be represented in
terms of channel estimate and channel estimation error with
variance respectively σ2

̂
H

and σ2

H̃
:

Ĥi ∼ N
(

0,
P UL

T

σ2
v + P UL

T

I

)
, H̃i ∼ N

(
0,

σ2

v

σ2
v + P UL

T

I

)
. (7)

The DL training power is now defined as:

P UL

T
=

T UL

T∑
Nk

P
UL

T
. (8)

where P
UL

T
represents the UL power constraint. We are de-

scribing all the transmission phases for the FDD transmission

scheme, hence different frequency bands are used for UL and

DL communications. This separation implies that transmission

and reception can take place at the same time. If we take

advantage of this possibility the two training phases, UL and

DL, can collapse in only one training slot that have duration

TT = max{T DL

T
, T UL

T
}. Accounting for this new training

phase implies a reduction of the total overhead Tovrhd.

C. Uplink Feedback Phase

Once the UL and DL training phases are completed each
terminal knows the channel directly connected to it in the
UL and DL respectively. In order to compute the IA BF
matrices full DL CSI is required. In FDD case, the one under
investigation, each MU has to feedback the DL channel

estimate Ĥi to all BS, this task can be done using Analog
Feedback (AFB). This particular transmission phase should
be designed according to the particular type of processing
used for the computation of the BF matrices. We can describe
two approaches: centralized and distributed. In the former a
central controller acquire the necessary CSI, computes the
BFs and then it disseminates this information among the K
BSs. In the latter approach each BS should have full CSI to
compute the IA BF, using e.g. the approach of [10]. This
solution can be also called Duplicated because each BS
essentially solves the same problem and find the complete
solution, all the IA BF, and then it will use only its own BF.

Centralized Processing
The Rx signal vector at each BS is sent to the centralized
controller that retrieves the useful channel information and
computes the BF matrices. If we stack all the received vector
from the K BSs in Y we get:


Y1

...

YK




︸ ︷︷ ︸
Y

=
√

PF B




H11 . . . H1K

...
. . .

...

HK1 . . . HKK




︸ ︷︷ ︸
M×N




Ĥ1

...

ĤK




︸ ︷︷ ︸
N×M




Φ1

...
ΦK




︸ ︷︷ ︸
M×TF B

+




V1

...
VK




︸ ︷︷ ︸
V

where N =
∑

i
Ni and M =

∑
i
Mi and

PF B = P F B

TF B

NiM
(9)

with P F B is the feedback power constraint. Using a central-
ized controller to gather all Rx data the entire system can be
interpreted as a unique single user MIMO link with a BS that
is equipped with M total antennas and a MU with N antennas.
With this interpretation we can calculate the total amount
of time necessary to satisfy the identifiability conditions. In
particular we get:

TF B ≥ N × M

min{N, M} = max{N, M} ∝ K. (10)

To extract the i−th AFB contribution we pre-multiply the
received matrix Y by the i-th orthonormal matrix Φi:

YΦi =
√

PF B




Hi1

...

HiK




︸ ︷︷ ︸
Hi

Ĥi + VΦi



then we perform a least square (LS) estimate based on the

UL channel estimates Ĥik: H
LS

i = P
−

1
2

F B
(Ĥ

H

i Ĥi)
−1Ĥ

H

i . Using
this estimator we obtain the following AFB estimates:

̂̂
Hi = H

LS

i YΦi = Ĥi + P
1
2

F B
H

LS

i H̃iĤi + H
LS

i VΦi

= Hi − H̃i + P
1
2

F B
H

LS

i H̃iĤi + H
LS

i VΦi = Hi − ˜̂
Hi

The AFB estimate can be written in function of the true DL

channel and the AFB estimation error:
̂̂
Hi = Hi − ˜̂

Hi. The
error contribution is due to the DL and UL channel estimation

errors (H̃i, H̃i) in the DL and UL training phases respectively.

The AFB estimation error
˜̂
Hi is distributed as N (0, σ2

˜̂
Hi

) where

Cov(
˜̂
Hi|Ĥi) = σ

2

H̃i
I + [(σ2

Ĥi
σ

2

H̃i

) +
σ2

PF B

](Ĥ
H

i Ĥi)
−1

.

Assuming that E{(Ĥ
H

i Ĥi)
−1} ∝ 1

M−Ni
we get:

σ
2
˜̂
Hi

= σ
2

H̃i
+

1

M − Ni

[(σ2

Ĥi
σ

2

H̃i

) +
σ2

PF B

]

Distributed Processing
In this case the AFB transmission is organized in such a way
that each BS can gather full channel knowledge from all MU.
The Rx matrix at BSk can be written as:

Yk =
√

PF B

[
Hk1 . . . HkK

]
︸ ︷︷ ︸

Mk×N




Ĥ1 0 . . . 0

0 Ĥ2 . . . 0
...

. . . 0

0 . . . . . . ĤK




︸ ︷︷ ︸
N×KM




Φ1

...
ΦK




︸ ︷︷ ︸
KM×TF B

+Vk

where

PF B = P F B

TF B

NiM
(11)

with P F B is the feedback power constraint. In the distributed
approach to satisfy the identifiability conditions the AFB
length should be:

TF B ≥ N × M

mini{Mi, Ni}
∝ K

2
(12)

To extract the i−th AFB contribution we pre-multiply the
received matrix Yk by the i-th orthonormal matrix Φi:

YkΦi =
√

PF BHkiĤi + VkΦi.

Also in this case we use a LS estimator, based on the UL

channel estimate Ĥki, H
LS

ki = P
−

1
2

F B
(Ĥ

H

kiĤki)
−1Ĥ

H

ki . The AFB
estimate can be written in function of the true DL channel and

the AFB estimation error:
̂̂
Hi = Hi− ˜̂

Hi. The error contribution

is due to the DL and UL channel estimation errors (H̃i, H̃ki)
in the DL and UL training phases respectively:

̂̂
Hi = H

LS

ki YkΦi = Ĥi + P
1
2

F B
H

LS

ki H̃kiĤi + H
LS

ki VkΦi

= Hi − H̃i + P
1
2

F B
H

LS

ki H̃kiĤi + H
LS

ki VkΦi = Hi − ˜̂
Hi

where the estimation error is then distributed as N (0, σ2
˜̂
Hi

),

with

Cov(
˜̂
Hi|Ĥki) = σ

2

H̃i
I + [(σ2

Ĥi
σ

2

H̃ki

) +
σ2

PF B

](Ĥ
H

kiĤki)
−1

Assuming that E{(Ĥ
H

kiĤki)
−1} ∝ 1

Mk−Ni
we get:

σ
2
˜̂
Hi

= σ
2

H̃i
+

1

Mk − Ni

[(σ2

Ĥi
σ

2

H̃ki

) +
σ2

PF B

]

Another possible strategy to receive the analog feedback

is to use linear MMSE estimate instead of the least square

approach described in this section. The two solutions will be

identical at high SNR but in different SNR regimes LMMSE

should give better performances.

The analog feedback transmission described here is based

on the assumption that the number of Tx and Rx antennas

satisfy the relation that min{Mi} ≥ Nj ,∀j. If this condition

is not satisfied then a different transmission scheme should be

applied. In particular the precoding matrix should be such that

the identifiability conditions should be satisfied at all BS, this

require a more careful precoding design. This solution can be

also used to introduced more redundancy in the transmission

that can increase the performances of the feedback reception.

D. Downlink Training Phase

One the beamformers have been computed, using a cen-
tralized or distributed approach, they can be used for the DL
communications. According to IA each MU should apply a ZF
receiver, in order to compute the Rx filters each MU requires
some additional information on the DL communication. On
this purpose two approaches are possible: DL training or
analog transmission of the entire Rx filters. In the former
case BSk sends a set of beamformed pilots that allow UEi to
estimate the cascade HikGk. This phases lasts

TDL ≥
∑

k

dk.

Then each MU can estimate the interference subspace and the
signal subspace for the Rx filter design. The other possibility
consists in the transmission to the i-th MU of the entire
Rx filter matrix Fi using analog transmission. This solution
requires a duration

TDL ≥
∑

k

Nkdk

min{Nk, Mk}
The two solution proposed here are not equivalent. Training

is shorter but the estimation error will have a bigger impact

in the calculation of the Rx filter compare to the one in

the analog transmission. Which solution should be preferred

depends also on the operating SNR point. For example in high

SNR, where we are interested more in maximizing the total

degrees of freedom the duration of this phase has a bigger

impact compare to the estimation error then DL training is

the preferable solution.

In the following we consider the approach based on training.

Using a sequence of orthogonal pilots φkm for stream (k,m)
of length 1 × TDL, the Rx signal at MU k we get:

Ykm =
√

PT Hkkĝkmφkm +
∑

(in) 6=(km)

√
PT Hkiĝinφin + Vkm

where the two Nk × TDL matrices are Ykm =
[ykm[1], . . . , ykm[TDL]] and Vkm = [vkm[1], . . . , vkm[TDL]].
The least square estimate of the cascade channel and BF is
given as:

Ĥklĝlt
=

1

TDL

√
PT

Ykmφ
H

lt = Hklĝlt
+

1

TDL

√
PT

Vkmφ
H

lt

︸ ︷︷ ︸
˜Hklĝlt

(13)

the elements of the estimation error matrix are distributed

according to N (0, σ2

H̃kl̂glt

I), where σ2

H̃kl̂glt

= σ2

TDLPT
. Using

channel estimate (13) we can build the MMSE Rx filter as:

̂̂
fkm =PT

(
Ĥkkĝ

km

)
H

[
∑

in

Ĥkiĝin
PT

(
Ĥkiĝin

)
H

+σ2I

]
−1

(14)

We can further develop (13) in order to express in term of

the DL channel estimate at the BSl obtained using AFB in



section III-C:

Ĥklĝlt =
̂̂
H

(l)

kl ĝlt +
˜̂
H

(l)

kl ĝlt + H̃klĝlt. (15)

̂̂
H

(l)

kl represent the DL channel estimate calculated at BSl used

for the calculation of the BF vector ĝlt. With the expression

(15) and the first order approximation: (A+∆A)−1 = A−1−
A−1

∆AA−1 we can decompose the Rx filter (14) as:

̂̂
f
(l)

km =PT

̂̂
H

(l)

kkĝkmR̂
(l)−1

yy +
˜̂
f
(l)

km = f̂
(l)

km +
˜̂
f
(l)

km (16)

f̂
(l)

km corresponds to the MMSE Rx filter calculated using the

DL channel estimated at BSl. It is the same MMSE Rx filter

that would have been calculated at BSl as a sub-product of

the iterative algorithm used for calculating the IA BF. Then

f̂
(l)

km
̂̂
H

(l)

kl ĝli = 0 at high SNR.
˜̂
f
(l)

km contains all the error

contributions of (14) up to first order.

IV. TDD VS FDD TRANSMISSION STRATEGY

Usually the TDD transmission scheme is used arguing that

thanks to reciprocity the amount of feedback required to

acquire CSIT is (significantly) reduced. In this communication

strategy UEi does not need to feedback channel Hki to BSk

because this information can be acquired using the correspond-

ing UL channel Hki. On the other hand this information is

needed at the other base stations BSj 6=k for the design of

their own BF matrix. From this observation we realized that

for distributed BF process the organization of feedback is

very complicated if we consider the possibility of reducing

feedback using reciprocity, and hence we can conclude that

TDD does not help in reducing the feedback overhead compare

to FDD transmission scheme. On the contrary if we consider

a centralized BF calculation then TDD makes feedback not

required because the reduced set of CSI available at each BS

using reciprocity is shared and hence the computation center

can collect the total required information on the DL channels

based on the UL channel estimates available at each BS. For

the reasons described above we described all the transmission

phases only for the FDD solution.

V. FINAL GOAL: SUM RATE OPTIMIZATION

In the end we get an expression for the sum rate (SR) at

high SNR of the form RPCSI =
∑

k,n

(1 −
∑

Ti

T
)

︸ ︷︷ ︸
reduced data

channel uses

ln(|fknHkkgkn|2 ρ/(1 +
∑

i

bkni

Ti

)

︸ ︷︷ ︸
SNR loss

) ,

assuming the various Ti ≥ Ti,min. Now assume bkni = bi

for what follows. Then fixing
∑

i Ti = Tovrhd, we get for the

optimal Ti = Tovrhd

√
bi/(

∑
i

√
bi). Next we can optimize

over Tovrhd which yields (at high SNR):

Tovrhd =

√
T (

∑
i

√
bi)√

RFCSI
.

Hence, if the coherence time T is large, the rate loss due to

CSI acquisition is small.

VI. FROM PRACTICAL TO MORE OPTIMAL SOLUTIONS

All the different transmission phases described in section III

are done one after the other but other solutions are possible to

optimize the overhead. In a possible alternative approach, one

does not need to wait to gather all CSIT before starting trans-

mission. For example one user can start to transmit directly

after the DL training phase as a single user MIMO link without

any CSIT. Or also, it is possible to start with blind/noncoherent

IA first. Then, instead of going from K = 1 to full K
immediately another possible strategy is to build intermediate

IA solutions adding gradually interfering links as soon as the

corresponding transmitters get the required CSI to design the

IA beamformers for the given interfering subsystem. Another

consideration is that when the (analog) channel feedback dura-

tion is non-minimal, beamformers can be computed right after

the minimal feedback has been obtained and DL transmission

can start. Then the beamformers can get further updated during

the continuing feedback. This is one advantage of analog

feedback (similar to repetition coding), that ”decoding” can

be done before the full ”codeword” has been received. In any

case, there is a myriad of possibilities for alternative solutions,

to increase the system performances using a more optimized

transmission strategy.
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