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Abstract—Facial occlusions, due for example to sunglassémts,  performance of even most sophisticated face retiogni
scarf, beards etc., can significantly affect the pfarmance of any systems, if occlusion analysis is not specificathiken into
face recognition system. Unfortunately, the presemcof facial  account. Robustness to partial occlusions is thusial in
occlusions is quite common in real-world applicatins especially nowadays face recognition systems. The focus efghper is
when the individuals are not cooperative with the ystem such as on how to improve face recognition performance unde

in video surveillance scenarios. While there ha_s_ ba an occlusions, particularly caused by sunglasses eard. s
enormous amount of research on face recognition umed

pose/illumination changes and image degradations, rghlems
caused by occlusions are mostly overlooked. The facwf this
paper is thus on facial occlusions, and particulay on how to
improve the recognition of faces occluded by sungdaes and scarf.
We propose an efficient approach which consists @ifst detecting
the presence of scarf/sunglasses and then procegsithe non-
occluded facial regions only. The occlusion deteoth problem is
approached using Gabor wavelets, PCA and support ceor
machines (SVM), while the recognition of the non-atuded facial
part is performed using block-based local binary pterns.
Experiments on AR face database showed that the proped
method vyields significant performance improvementssompared
to existing works for recognizing partially occludal and also non-
occluded faces. Furthermore, the performance of th@roposed
approach is also assessed under illumination and e&me facial
expression changes, demonstrating interesting regsl

Keywords-component; face recognition; occlusion dettion; Figure 1. Examples of occluded face images from differentces
local binary patterns _ ) o
It is well-known that conventional holistic apprbas, such

l. INTRODUCTION as PCA [1], LDA [2] and ICA [3], are not robust partial
occlusions, while local feature based methodses $ensitive
to such problems. Therefore, a number of localufeabased
and component-based methods were proposed fondeaith
the occlusion problem. For instance, Penev andkAlY
proposed the local feature analysis (LFA) to extriacal
features by second order statistics. Martinez [gjppsed a
probabilistic approach (AMM) which can compensate f
partially occluded faces. Tan et al. [6] extendedrtinez’s
work by using the self-organizing map (SOM) to tedhe
subspace instead of using the mixture of Gaussiarfg], Jim
et al. proposed a method named locally salient (C3-ICA)
which only employs locally salient information toeate part-
based local basis images by imposing additionadlipation
Facial occlusions may occur for several intentiopal constraint in the process of computing ICA archiiiez | basis
undeliberate reasons (See Fig. 1). For exampletbdio images. In [8], Fidler et al. presented a methoatiwhombines
hooligans and ATM criminals tend to wear scarf and/ the reconstructive and discriminative models bystartting a
sunglasses to prevent their faces from being rezednSome  basis containing the complete discriminative infation. In
other people do wear veils for religious convictia@r cultural [9], Park et al. proposed to use a line featureethafmce
habits. Other sources of occlusions include medizeks, hats, attributed relational graph (ARG) model which ere®dhe
beards, moustaches, hairs covering the face, mpkeeta. whole geometric structure information and localtdiees of a
Undoubtedly, occlusions can significantly affect eth face. Zhang et al. [10] proposed to use Kullback-Leibler

Although a significant progress has been made @e fa
recognition technology during the last decade,enirsystems
still tend to suffer when facing uncontrolled elviments in
which image degradations, occlusions, drastic iihation
changes, facial pose variations and other consdraisually
occur. While there has been an enormous amourgsefarch
on face recognition under pose/illumination chareyesimage
degradations, problems caused by occlusions aretlymos
overlooked, although facial occlusion is quite copnnin real-
world applications especially when the individuae not
cooperative with the system such as in video slanee
scenarios.
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divergence (KLD)to estimate the probability of occlusion

the feature space, so asimagprove the standa local Gabor
binary patterns (LGBP) [11] for partija occluded face More

recently, Wright et al. [12] appliesharse signal representat

for faces to deal witlthe corruption and occlusi problem. In
[13], Jia and Martinez proposed the usfePartial Support
Vector Machines (PSVM) ilscenarios where occlusions n
occur in both the training and testing sets.

While the local featurased and compon«-based
methodsare shown to be less sensitive to occlusions tha
holistic methods, information from the occludedtparan still
hinder the recognition performance fboth categories ¢
methods. Recently, Rama et al. [Id8@monstrate that prior
knowledge about occlusion can be used to imprface
recognition. In their experimenthree PCA based metha
were tested with and withbuocclusion information.The
results showed significanperformance enhancemewhen
explicitly considering occlusion informatio Nevertheless, in
their experiment, the component locati@msl occlusionwere
manually annotated thus making their system not ve
practical for real-world applications. IngJl Oh et al. have
proposed an algorithm based total nor-negative matrix
factorization (LNMF) [16], name&electiveLNMF (S-LNMF)
that automatically detects the presenceocclusion in pre-
defined local patches. Face recognitiorthien performed by
selecting LNMF bases in the naoceluded patch. The
method showedgood results for occluded faces, poor
performance under facial expressi@hange, illumination
variations and time elapse. Obviously, likethe example of
video surveillance scenario, all kinds \edriationscan occur.
Hence, a face recognition systatmould berobust not only to
occlusions but also against illuminatiorvariations, facial
expression changes and other factanspired by theprogress
in soft biometrics research [17], wbelieve that prio
knowledge on the face can hexploitec to enhance the
recognition performance.

In this paper, we addresthen the problem offace
recognition under occlusionsaused by facial accesso,
particularly sunglasses and scaffhe proposedapproach
consists of first detecting the presence of saarfflasses an
then processing the namtcluded facial regions only. TI
occlusion detection problems approachedusing Gabor
wavelets, PCA and support vector machines (SVMjleathe
recognition of the nowccluded facial part is performed us
block-based local binary patterns [18he choice of adoptin
LBP is motivated by its recent success in reprasgriacal
images under various constraints. Tigst of this paper is
structured as followdrirst, our proposed approais outlined
in Section 2. Then, descriptions aeclusion detectic and
block-based LBP face recognition adletailec in Sections 3
and 4, respectively. Section 5 presents ttpeamente results
and analysis. Finally, we draw a conclusion andudis future
directions in Section 6.

. PROPOSEMPPROACH

Our proposed approacto the problem of robust fa
recognition under occlusions is illusted in Fic 2. During the
training phase, local binary patterns (LBI18] are used to
efficiently represent the gallery images (face templates),

obtaining an_BP feature spac¢The adopted LBP-based facial
representatiorand the motivatior behind it are described in
more details in Section IVThen, dven a target (i.e. probe)
face imaggwhich can be occluded or n to be recognized, its
LBP representation is firstomputed. he probe image is then
divided into a number of facial components fiocclusion
detection. Each component is individually analyz¢eby an
occlusion detection modulewhich is described below in
Section Ill. As a result, potential occluded facial compont
are identified Then, the LBP features froonly the non-
occluded partsare selected and used for recognitiThe
recognition is performed by comparing the selectd&P
features from the probe image against selected eBRures
from the corresponding n-occluded components of the
templates imagesThe nearest neighbor () classifier and
Chi-square distance are adoy for the recognition.
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Figure 2. Flowchart of our proposed approach robust face recognition
under occlusions

Il. OCCLUSIONDETECTION

As depicted in Fig. 3, ouwrcclusion detectiomethod starts
by dividing the face image intdifferent facial components.
The numberand the shape (the components are determined
by the nature of the occlusiothat are searched for. Since our
focus in this workis on scarf and sunglass detection,divide
then the face images into tveguallycomponents as shown in
Fig. 3. The upper pait used for analyzing the presence
sunglasses while the lowear! is used for detecting scarf. A
more elaborate@pproach for dividing the face images i
facial components fomore general occlusion detection is
discussed in Section VI.

M Feature FDimensionalityF SVM-based
extraction reduction classification
| 4
Feature Dimensionality| , | SVM-based
extraction reduction classification

Figure 3. Our ccclusion detection schel

Once the face is dividethto facial components, Gabor
wavelet features are extracted from e component. The
feature vector is then subjectdimensionality reduction. The
result is fed tean SVM classifier for determining whether



occlusion is present or not in each facial companém vector is down-sampled by a factbr(hereA=5) for further

comparison to other methods that exploit informatm facial  processing.

features (e.g. skin color, mouth etc.), our ocdusiletection , , , ) :

method is more robust against texture variatiors iaralso B Dimensionality reduction using PCA

tolerates better image degradation as demonstrajéé]. In order to reduce the dimension of the featuretorsc
. while preserving the discriminative power, the pial

A. Gabor Wavelet based Feature Extraction component analysis (PCA) is applied to the extrhéeature

Gabor wavelets are used for extracting features) fioe  vectors. To compute the PCA subspace, we considared

potentially occluded regions. The choice of usingb@  training dataset consisting of feature vectors frdmth

wavelets is motivated by their biological relevance occluded and non-occluded image patches. Let usteleéhe

discriminative power and computational propertiésGabor  feature vectors from the non-occluded patcheX‘asnd the

wavelet consists of a complex sinusoidal carrier aGaussian  feature vectors from the occluded patche¥%asThe data set S

envelope which can be written as: can be then written as= (X5, XS, ...,XIC\,[/Z,XISV[/ZH, ala s
’ 2 . where M is the size of the training dataset.
6w, (7) = Bl (o P10/28%) [ _ o-57/2] (1)

8 The mean vecta¥ of feature vectors ifi is computed as:

where p andy are the orientation and scale of the Gabor T= LlyM x 8
kernels.z = (P,Q) is the size of the kernel window. ||| - ﬁ2m=1 m (8)
following:

1
. C==3M, 0,0, =AAT 9
kp_,y — kyelq)” (2) MZn—l n *n ( )
whered; = X; — X, A= [®,D,,.., &y ]. The eigenvectors
where ; :
and of the covariance matrxare thus computed to describe
ky = Kmax/fY (3) the eigenspace. The Gabor wavelet based featueeshan
®, = m/8 @) Fég{j&(;’;gg into the computed eigenspace for dimeadity
kmax 1S the maximum frequency, afits the spacing factor '
between kernels in the frequency domain. C. SVM based Occlusion Detection

In our experiments, we set z = (20, 20) 21, Ky = /2 Occlusion detection can be considered as a twa-clas

and f = vZ as also suggested in [20]. Five scales [0, ..., 4], classification problem. Since support vector maesiSVM)
and eight orientations |€ [0, ..., 7] are selected in order to are proven to be a powerful tool for discriminatihglasses of

extract the features inffitrent scales and orientations. In total,data’ we adopted then an SVM classifier for ocolusi

40 Gabor wavelets are generated. We denote theberGadeFeCt'on' ,I;et us consider a training set congisti N
wavelets a6W,, where i€ [0, ..., 39]). pairs{x;, y; };=,, wherex; refers to a reduced feature vector of

_ a facial componeni, andy; € {—1,1} is the label which
Once the Gabor wavelets are generated, featuracé®tt  indicates if the sample, is occluded or not. SVM finds the

is performed by 2-D convolution on the original eal.  maximum-margin hyper-plane to separate the data by:
Alternatively, this could also be done through dtiplication
in the Fourier domain. Because the Gabor wavelees a f(xi)=sign(2}“=1aiyiK(xi,xj)+b) (10)

described in complex domain containing a real gavfe!
and an imaginary pa@w,™*, the two parts are separately
convoluted with the image I. The process of 2-Dvoiution
with the real and the imaginary parts of Gabor &krns
described as follows:

C_Real : = yP-1 Q:leReal S PIx—p,y — 5
0 (0Y) = Epzo Lgo W (P QI =Py —@) - (5) V. BLOCK-BASED FACEREPRESENTATION

CI™E (x,y) = P13 GWI ™ (p, I(x—p,y —q)  (6) AND RECOGNITIONUSING LBP

where{x;, j € [1, N]} are the support vectors. Non-linear SVM
applies kernels to fit the maximum-margin hypemglan a
transformed feature space. In our experiments, Radial
Basis Function (RBF) kernel is used. The implemtoraof
the non-linear SVM is provided by LIBSVM [21].

] ) | Imag . We adopted the local binary patterns for represgnthe
Then, the two filtered image&** andC;"** are combined non-occluded facial components and thus recognitiagace.

using a linear method as follows: In the LBP approach, a face image is divided iréwesal
regions from which the LBP features are extractedl a
Ci(xy) = \/ciReal(x,y)z + ¢ (x, y)? (7) concatenated into an enhanced feature histogranshwisi

used as a face descriptor. LBP provides stateehthresults

The filtered images thus form a §et= {C;,i € [0,...,39]}, in representing and recognizing face patterns. Siueess of

in which an augmented feature vector is construddgd LBP in face description is due to the discriminatpower and

concatenating all the filtered images. The obtaifieature computational simplicity of the operator, and bustness to
monotonic gray scale changes caused by, for example



illumination variations. The use of histograms eatfires als
makes the LBP approach robust to face misalignmedtpose
variations.

The original LBP operator forms labels for the iragmxels
by thresholdinghe 3 x 3 neighborhood of each pixel with
center value and considering the result as a binamber.
The histogram of thesz® = 256 different labels can then |
used as a texture descriptor. Each bin (LBP code) lue
regarded as a micro-texton. Locakimitives which are
codified by these bins include different types ofwved edges
spots, flat areas, etc.

The calculation of the LBP codes can be easily dare
single scan through thmage. The value of the LBP code c
pixel (x.,y.) is given by:

P-1
LBPor = ) s(gp —8c)2”
p=
whereg,. corresponds to the gray value of the center
(Xe ¥eo)s 8p refers to gray values of P equally spaced pixel
a circle of radius R, and s defineghaesholding function &
follows:

(11)

1 ifx=>0
s(0) = {0, otherwise (12)

The occurrences of the LBP codes in the image
collected into a histogram. The classification ikert
performed by computing histogram similarities. Fan
efficient representation, facial images aret divided into
several local regions from which LBP histograms
extracted and concatenated into an enhanced fd@siogram
Fig. 4shows an example of an LBP based facial represen
for the non-occluded regiomn such a description, the face
represented in three different levels of localihe LBP labels
for the histogram contain information about thetgrats on ¢
pixel-level, the labels are summed over a small regio
produce information on a regional level and theiaea
histograms & concatenated to build a global descriptiol
the face. This locality property, in addition to e
computational simplicity and tolerance againstnilnation
changes, are behindur choice of adopting LBP fi
representing the nooecluded facial componts for robust
face recognition.

- R |
: ‘ ‘II ! hILBP histogram
—— |

Figure 4. Example of extracting the LBRistogram from the nc¢-occluded
facial regions.

V. EXPERIMENTAL ANALYIS

To assess the performance of our proposed approac
performed a set of experiments AR face databa [22] and
compared our results against those of three diffemethods

including PCA [1], LBP [18]and S-LNMF [15]. While PCA
and LBP methods do not explicitaddress occlusion analysis,
S-LNMF method is closely related to our approach zalso
considers occlusion dattion and reports the performance
the AR face database as well.

A. Experimental Data and Setup

For our experimental analysis, we considethe AR face
database [22] whicbontains a large number of occluded fa
The database is commonhgedin many other works on face
recognition under occlusionk. contains more than 4000 face
images of 126 subjectg@ men and 56 wom) with different
facial expressions, illumination conditions, andlasions (sut
glasses and scarf). The images wtaken under controlled
conditions but no restrictions on wear (clothegsges, etc.
makeup, hair style, etc. were imposed to participafsach
subject participated in two sessions, separatetivoyweeks
(14 days) time. The original image resolutis 768x576 pixels.
Some examples of faémage: from the AR face database are
shown in Fig. 5.Using the eye coordinates, we cropg
normalized and dowsampled the original images ir
128x128 pixels. Some results can be seen front

, 3
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Figure 5. Example ofimagesfrom the AR face database.

For occlusion detection, \ randomly selected 150 non-
occluded faces, 15faces occludewith scarf and 150 faces
wearing sunglassder training. Theupper parts of the faces
with sunglassesare used to train thSVM-based sunglass
detector while the loweparts ofthe faces with scarf are used
to train the SVM-based scadietecto. The 150 non-occluded
faces are used in the training of both classif
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Figure 6. The face images are divided into 64 block and tBE histogram:

are extracted usingBPy'%.

For face recognition,the LBP-based representation is
adopted. The face images dhen divided into 64 blocks as
shown in Fig. 6. The size of each block is 16 pixels. The
LBP histograms are extracted us the operatok.BP§'5 (using
only uniform patterns, &qually spaced pixe on a circle of
radius 2)yielding in feature vector histograms of 3776 bihs
case of non-occluded faced| these 3776 bins are used



matching using the Chi-square distange? ) For occluded
faces, however, the feature vector histograms ateated
only from the non-occluded parts as shown in thengle in
Fig.4. The occluded faces are thus representdédhigtograms
of 1888 bins, corresponding to the 32 non-occlubkxtks.
This means that when a face is occluded by a sterfupper
32 blocks are selected, while the lower 32 blockes ased
when the face is occluded by sunglasses. The fabih are
occluded with both sunglasses and scarf are nbtuegcted.

B. Experimental Results and Analsysis

We first selected 240 non-occluded faces from saskiof
the AR database as the templates images. Thesecctuded
faces correspond to 80 subjects (40 males and Whalds),
with 3 images per subject under neutral expressorle and
anger. For evaluation, we considered the correspgn240
non-occluded faces from session 2, the 240 facah wi
sunglasses of session 1 and the 240 faces withcfcsession
1, under three different illuminations conditions.

Table 1 shows the results of the occlusion detecti® a
confusion matrix. Note that only 2 images from then-
occluded faces are wrongly classified as faces sgtrf. This
assesses the efficiency of our occlusion detectiethod.

TABLE I. RESULTS OF OCCLUSION DETECTION
no-occlusion  Scarf Sunglass Detection Rate
no-occlusion 238 2 0 99,17%
Scarf 0 240 0 100%
Sunglass 0 0 240 100%

test sets of faces with sunglasses and scarvesotiee that
most methods are more sensitive to sunglassestthacarf.
This is an interesting conclusion which is in agneat with the
psychophysical findings indicating that the eyearg play the
most important role in face recognition.

Non-occluded faces Scarf Sunglass
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Figure 7. Recognition performance different methods on tiesesets: non-
occluded faces, face occluded with scarf and facekided with sunglasses.

To get insight into our approach, we also considete
recent work of H. J. Oh et al. [15] for comparistm[15], the
authors proposed an approach called Selective LNBH
LNMF) that detects the presence of occlusions exdefined
local patches, and then performs face recognitipsdbecting
LNMF bases from the non-occluded patches. Thisaaar is
closely related to our proposed method. The autbeatuated
their method also on the AR face database. Thertexpo

Fig. 7 shows the face recognition performance of ouresults showed that the S-LNMF method outperforsederal

approach on three different test sets: non-occlddeés, face
occluded with scarf and faces occluded with susgisisFor

comparison, we also report the results of eigeisféice. PCA)

and basic LBP methods. Since PCA and LBP methodsotlo
address occlusion detection, we implemented a thagkline

approach for comparison. We thus combined our s
detection module with eigenfaces and call this aagi FA-

PCA (facial accessories robust PCA). In FA-PCA, eéhr
eigenspaces are computed during the training stue. first

one is computed using the whole face images, whdesecond
and third eigenspaces are computed using the @upklower

facial regions, respectively. During the recogmitijghase, the
non-occluded components are projected into theesponding

eigenspace when partial occlusions are detected.

The results in Fig. 7 clearly show that our progbse
approach (it could be denoted by FA-LBP) signifitan
outperform all other methods. On the non-occludeze$, our
approach and LBP yielded equal performance (94.88btp
the Eigenface method (with and without occlusiotedion)
yielded much lower performance (75.83 %). On tlst $et of
faces with scarves, our proposed approach gaverbssls
(92.08%), followed by LBP (60.83%), and then by PRased
methods (34.17% and 5.42%). Note that LBP perforogite
well even under occlusion, thus confirming the ieafindings
stating that local feature-based methods are notmest against
occlusions than holistic methods. Comparing thelte®n the

other techniques including PCA [1], LNMF [16], AMI5]
and LFA [4]. Moreover, the authors also studied the
robustness of S-LNMF against drastic facial expogssaused
by screaming and against illumination changes chuse
right-lighting, as well.

We compared our proposed approach against S-LNMF
using similar protocol under the more challengingrerio in
which the gallery face images are taken from Saskiof AR
database while the test sets are taken from Se2sigate that
the two sessions were taken at time interval oflays. The
comparative results between our proposed approadhSa
LNMF are illustrated in TABLE II.

TABLE II. OUR APPROACH VSS-LNMF[15]

Sunglass Scarf Scream Right-Light

S-LNMF ‘ 49% 55% 27% 51%

Our approach ‘ 54.17% 81.25% 52.50% 86.25%

The results in TABLE Il clearly show that our prced
approach outperforms S-LNMF method in all configianas
assessing robustness against sunglasses, scacvesmisg
and illumination changes. The robustness of ourcgh to
illumination changes and drastic facial expressobrought

by the use of local binary patterns, while the wosidn



detection module significantly enhances the redagniof [3l

face occluded by sunglasses and scarves.

V1. DISCUSSIONAND CONCLUSIONS (4]

We addressed the problem of face recognition under
occlusions caused by scarves and sunglasses. Oposed  [5]
approach consisted of first detecting potentiallgions and
then performing face recognition from the non-odeld
regions. The salient contributions of our presemntkvare: {) a
novel approach for improving the recognition of laded
faces is proposedii) state-of-the-art in face recognition under
occlusion is reviewed;ii{() a new approach to scarf and
sunglasses detection is thoroughly described; aw) ([7]
extensive experimental analysis is conducted, dstretng
significant performance enhancement using the pmego
approach compared to many other methods under ugriol8]
configurations including robustness against sulsgas
scarves, non-occluded faces, screaming and illumima
changes.

Although we focused on occlusions caused by susegtas
and scarves, our methodology can still be exteridedther
sources of occlusion such as hats, beards, long, l&c. For
detecting sunglasses and scarves, we divided tieerégion
into an upper and a lower component. Obviouslyhsan
approach may not be optimal for other types of usiohs. A
more accurate segmentation of the occluded regiansthen
be needed. Fig. 8 shows two different segmentations
discarding the effect of the sunglasses. In thediee of the
figure, the upper part of the face is considerethasccluded
region while in the right side a more accurate sagmation is
shown. However, in case of sunglasses and scarfiotieed
that accurate occlusion segmentation is not cruasalonly
minor performance enhancement can be obtained whiegy
accurate segmentation. This explains our motivatidor
dividing the facial region into upper and lower qmnents.
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Figure 8. Example of two different ways of segmenting occhlidegions.
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As a future work, it is of interest to extend oppeoach to
address face recognition under general occlusimetyding
not only the most common ones like sunglasses aad/&s
but also like beards, long hairs, caps, extremalfatake-ups,
etc. Automatic face detection under severe ocatysach as
in video surveillance applications, is also farnfrdoeing a
solved problem and thus deserve thorough invegiigst
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