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Abstract

Driven by the growing demand for high-speed broadband wirelesgssr Worldwide Interop-
erability for Microwave Access (WiMAX) technology has emerged as a aitiye alternative
to wireline broadband access solution. WiMAX technology, consideredisnthiesis, offers an
IP-based framework that provides high data rates at medium and logg véth the ability of
supporting fixed, nomadic, portable, and mobile access. Moreovexdlmsthe IEEE 802.16
standard, the technology provides a set of built-in QoS mechanisms torsingierogeneous
classes of traffic including data, voice and video. The IEEE 802.16 atdndowever, leaves un-
standardized the resource management and scheduling mechanismsrelsicitial components
to guarantee QoS performance for these services.

In this thesis, we evaluate the performance of IEEE 802.16 based WiMAXMdémgy in
both fixed and highly mobile environments. More particularly, Mobile WiIMAX isdstigated
as a vehicular-to-infrastructure (V21) communication medium since it isegpdo play a major
role in intelligent transportation systems. The technology is indeed the only niwbéelband
technology currently in use.

Moreover, we address in this thesis most of the resource managemesttetliling issues
that have been left open with the objective of defining an architecturditidis the QoS ex-
pectations of the five classes of applications addressed by the IEEEB&3aridard. In fact, af-
ter surveying, classifying and comparing different scheduling and aibmisontrol mechanisms
proposed in this work-in-progress area, we propose two QoS solut®oih solutions address
point-to-multipoint (PMP) 802.16 systems operating in time division duplex moB®}mode.

The first solution includes a hierarchical scheduling algorithm that adaet®L/UL allo-
cations on a frame-by-frame basis to serve unbalanced traffic. Thendésnmiuthese bandwidth
grants are set by the connection admission control (CAC) module thatsaadypax-Min fairness
approach making efficient and fair use of the available resourcegropesed solution takes into
account the link adaptation capability supported by WiMAX and the data raistreints of the
different types of services.

The second QoS solution presented in this thesis is a multi-Constraints ScheSihiegy
(mCoSS) that is designed for both OFDM or band-AMC OFDMA air interfadénlike the first
QoS solution, mCoSS supposes the use of a predefined DL/UL ratio set bpdnator. In addi-
tion to data rate constraints, mCoSS offers the advantage (compared ttlselfition) of sup-
porting delay constraints of real-time applications and handling bursty &affiCoSS is based
on a modified dual-bucket traffic shaping mechanism configured on-fiopebasis. This shap-
ing mechanism is combined with a two-rounds scheduling strategy whichtsefleat the first
round, the minimum data rates and latency requirements the BS or MS is committexVigbepr
and (ii) at the second round, the efficiency and fairness of the res®unanagement since the re-
maining bandwidth is shared in this round using a simple weighted fair queuiR@{j\&trategy;
Nevertheless, the allocations should remain within the thresholds set bydhbudiket shaping
mechanism.
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Réesumeé

Durant les deux dernieres décennies, le développement dans le dateairneseaux télécoms a
faconné notre quotidien grace au succes de I'accés sans fil etéhezie grand public un besoin
accru en débit. Les utilisateurs souhaitaient en effet avoir une qualig¥deesequivalente a celle

percue dans les réseaux filaires.

Entre autre solutions candidates, la technologie WiMAX (Worldwide Inteadpkty for Mi-
crowave Access), a laquelle nous nous intéressons dans le cadsttedthése, a émergé afin de
répondre a ces nouveaux besoins. En plus d'étre sans fil et adtaitjtld technologie WiMAX
est basée sur IP et mobile. Drailleurs, ces fonctionnalités la positionne camenéchnolo-
gie de pointe qui vient a bout des tarifs élevés des technologies 3G enusbihté limitée du
WiFi. En outre, le WIMAX Mobile est une réalité et est en train d’étre déplayéEtats Unis, au
Japon, en Corée, en Europe, en Australie et un peu partout dans dke nfotest en fait la seule
technologie haut débit mobile en cours d’utilisation. Il y a méme des discisssiooours concer-
nant I'éventuelle sélection du WiIMAX comme standard International Mobilecbatenunications
(IMT)-advanced.

Le WIMAX est basé sur la famille de standards et amendements IEEE 802t Biapmts
les couches MAC et PHY pour I'accés fixe, nomade, portable et mobilepli la technolo-
gie présente un ensemble d’éléments clefs: (1) l'utilisation de I'orthogeaquéncy division
multiplex (OFDM), (2) le duplexage temporel et fréquentiel (TDD et FD@),le support de la
modulation et du codage adaptatif (AMC) et (4) des techniques d’ardeavaacées telles ques
les antennes multiple input, multiple output (MIMO), (5) une sécurité robug®) efles éléments
permettant de supporter les besoins en qualité de service (QoS) de HiygEs de trafics. Dans
le cadre de cette thése, nous nous intéressons justement a la gestionalgdalgiservice dans
les réseaux WIMAX et plus particulierement aux probléemes d’ordonmaectet de controle
d’admission (CAC) qui en découlent. En effet, bien qu'il présente tfnents permettant de
véhiculer des données, de la voix ainsi que de la vidéo, le protocole MA@ dorme IEEE
802.16 laisse ouverts les problémes rattachés a I'ordonnancementoettgdlecd’admission; des
éléments cruciaux pour 'amélioration de la QoS percue par les utilisateurss @éte thése
nous évaluons les performances des réseaux WiMAX dans les ersinemts fixes et a forte mo-
bilité. Nous étudions plus particulierement le potentiel et les limites de I'utilisation AKX
Mobile en tant que médium de communications véhicule-a-infrastructurg.(N8us attaquons,
dans le cadre de cette thése, essentiellement aux problémes de gestimodices laissés ouverts
par le standard IEEE 802.16. Le reste du manuscrit est organisé corantaldas la section qui
suit.

ICe travail a été soutenu par le projet WINEM (WiMAX Network Engineering Biultihoming) sous la subvention
No. 2006 TCOMOOS5 05 et par les membres industriels ’EURECOM: BMMWU@B, Cisco, Monaco Telecom, Orange,
SAP, SFR, Sharp, STEricsson, Swisscom, Symantec, et Thales.




6 RESUME

Structure et Contributions

Chapitre 1: Un Apercu de la Technologie WIMAX

L'objectif de ce premier chapitre est de donner un apercu génératelehiaologie WiMAX. Nous
commengons donc par passer en revue le processus de standardisdéidamille de standards
IEEE 802.16. Puis, nous présentons les différentes interfaces phgsiq bandes de fréquences
correspondantes. Ensuite, la couche physique est décrite enaucondntérét plus particulier a
la technique de modulation et de codage adaptatif (AMC) supportée pahtategie WiMAX.
La couche MAC est également décrite mais d’'une maniére plus bréves sesiflonctionnalités
de base, nécessaires a la compréhension de I'étude de performareedars le Chapitre 2, sont
présentées au niveau de ce chapitre. Tous les concepts relatifspautsigola qualité de service
(QoS) sont détaillés dans le Chapitre 3. En effet, étant donné le nombretamipde concepts
introduits par le standard IEEE 802.16 a cet effet, nous avons piéf@réédier un chapitre en
entier.

Chapitre 2: Analyse de Performances des Réseaux WiMAX baséarsOFDM

Dans ce chapitre, nous évaluons les performances théoriques maximslegsttmes WiMAX.
Le débit de saturation qui pourrait étre atteint dans des réseaux WiMAXadculé a travers
plusieurs scénarios ou 'on fait varier par exemple la durée de la transqoiey la bande pas-
sante des canaux ou le schéma de modulation et de codage (MCS). Un malglie|ae a été
développé en se basant sur des propriétés techniques et des pysfiteaes spécifiés par le stan-
dard IEEE 802.16 pour des systémes utilisant I'interface physique \NRN-OFDM.

Certaines parties de ce chapitre ont été publiées dans:

e |kbal Chammakhi Msadaa and Fethi Filali. On the Performance Bound$bMdbased
802.16 Broadband Wireless Networks. In WCNC 2008, IEEE Wirelesar@anications
and Networking Conference, Apr. 2008.

Chapitre 3: Support de la QoS dans les Réseaux WiMAX

Le standard IEEE 802.16 définit un protocole MAC orienté connexioesf.gongu pour s'adapter
a des applications avec des besoins divers en QoS. Néanmoins, gusieblemes, rattachés
notamment a la gestion de ressources, avaient été laissés ouverts. ctifgisjacipal de ce
chapitre est de fournir une vision plus claire de ce qui est support@wowafin d’améliorer la
QoS percue par les utilisateurs dans les réseaux WiMAX. Pour ce faius, dommencons par
décrire les principaux éléments mis en place par le standard afin de réandoesoins de trafics
hétérogénes. Ensuite, nous proposons une architecture généuigneagpore les principaux
composants nécessaires a la mise en place d’'une politique de gestion dedar@d&s systemes
WIMAX. La derniére section de ce chapitre est consacrée aux prob&ore®mnnancement et de
contrdle d’admission. Plus précisément, nous mettons en évidence les guindgfis a relever
lors de la conception d’une solution d’ordonnancement et/ou de conte@mdssion (CAC) pour
les réseaux WiMAX.

Certaines parties de ce chapitre ont été publiées dans:




e |kbal Chammakhi Msadaa, Fethi Filali, and Farouk Kamoun. An 802.16d\fmt NS2
Simulator with an Integrated QoS architecture. In SIMUTools’ 08, 1st mhatgwnal Con-
ference on Simulation Tools and Techniques for Communications, NetwonckSystems,
Mars 2008.

Chapitre 4: Ordonnancement et CAC: Etude et Taxonomie

De nombreux chercheurs ont été concernés par les problemesmtiartement et de contrble
d’admission dans les réseaux WiMAX. Dans ce chapitre, nous faisoégtde I'art des travaux
existant dans la littérature, classons et analysons les solutions preplaséece domaine.
Certaines parties de ce chapitre ont été publiées dans:

e |kbal Chammakhi Msadaa, Daniel Camara, and Fethi Filali. Scheduling€ain IEEE
802.16 fixed BWNs : a Comprehensive Survey and Taxonomy. "IEEBmMnications
Surveys & Tutorials", 12(4):459-487, 2010.

e Tijani Chahed, Ikbal Chammakhi Msadaa, Rachid Elazouzi, Fethi FildahSaddine Elay-
oubi, Benoit Fourestié, Thierry Peyre, and Chadi Tarhini. WIMAX NetwGapacity and
Radio Resource Management. Book chapter in "Radio Resources btaragin WiMAX
: From theoretical capacity to system simulations”, ISBN: 978184821 (&1 2009.

Chapitre 5: Ordonnancement Adaptatif et Contréle d’Admission Max-Min

Bien gu'incluant des éléments qui permettent de supporter la QoS, le pltdAC 802.16 ne
constitue pas une solution compléte qui puisse répondre aux besoinetediapplications. En
effet, les problémes d’ordonnancement et de gestion de ressountcé® daissés ouverts. Dans
ce chapitre, nous proposons une nouvelle architecture de QoS psysiémes WiIMAX point-a-
multipoints (PMP) opérant en mode TDD et utilisant I'interface physique WEsAIRAN-OFDM.
Cette architecture inclut une politique de contrdle d’admission et un algorittorddnancement
hiérarchique. La solution CAC adopte un schéma d’équité Min-Max utilisamedmaniere effi-
cace et équitable les ressources disponibles. L'algorithme d’ordoanmsmt proposé ajuste d’'une
maniére flexible la bande passante entre le lien descendant et le lienagcg€adaptant ainsi a
un éventuel trafic asymétrique. Cette facon d’opérer prend en coatigéla technique de modu-
lation et de codage adaptatif mise en oeuvre par les systemes WiMAX aingisquentraintes de
débits de chaque connexion. La solution proposée se révele, a tiewsmnulations, efficace et
capable de s’adapter aux besoins en débits des divers types deseisés par le standard IEEE
802.16.

Certaines parties de ce chapitre ont été publiées dans:

e Ikbal Chammakhi Msadaa, Fethi Filali, and Farouk Kamoun. An adaptf& &rchitecture
for IEEE 802.16 Wireless Broadband Networks. In MASS 2007, 4thHHE#&iernational
Conference on Mobile Ad-hoc and Sensor Systems, Oct. 2007.




8 RESUME

Chapitre 6: mCoSS: une Strategie d’Ordonnancement multi-@ntraintes pour les
Réseaux WIMAX

Nous proposons dans ce chapitre une stratégie d’ordonnancementomiifiintes baptisée "multi-
Constraints Scheduling Strategy” (mCoSS) qui maximise le niveau de Qsbbéers pour les
applications temps réel que pour celles tolérantes aux délais. mCoSS €aitdga contraintes
qui n'avaient pas été considérées dans la solution décrite dans le €lapitavoir la sporadicité
et les besoins en délais des trafics temps réel. Selon cette stratégie,dacésésau est régulé par
un shaper inspiré du mécanisme de double seau a jetons qui permet diawaific sporadique
tout en protégeant les connexions conformes au contrat de serviedi@®qui sont gourmandes
en bande passante. Cette version modifiée du double seau a jetons d@eséeaniin algorithme
d’ordonnancement a deux étapes réfléchissant les deux niveaexviee attendus par une con-
nexion donnée. Dans une premiere étape, le débit minimum réservé adnisisgeontraintes de
délai sont assurés. La deuxieme étape consiste a répartir équitablemestelele bande pas-
sante entre les différents flux en utilisant la politique weighted fair queuirfg)VLa politique
de demande de bande passante adoptée dans cette stratégie profite de endeltiachniques
proposées par le standard IEEE 802.16e et adapte le choix de la tecknmus appropriée aux
contraintes de QoS des flux ainsi qu’'a la disponibilité des ressources 2dutres contraintes
telles que 'AMC et la protection des trafics BE de la famine sont égalemesid&@ges dans la
stratégie proposée.

Chapitre 7: WiIMAX Mobile: un Médium de Communications V2|

Le forum WIMAX estime que la technologie WiIMAX serait déployée en majorité dangrsion
mobile. Et qui dit mobilité, dit hétérogénéité de réseaux. De ce fait, nous aibaquons a la
technologie WIMAX dans le contexte mobile et hétérogéne des systémes slediri@intelligents
(ITS). Ces systemes ont fait I'objet depuis les années 80 d’'une seatd@mdiale qui vise a ré-
soudre plusieurs de nos soucis de transport quotidiens. Ces systemmestmaient en effet aux
gens d’atteindre leurs destination d'une maniére sire, efficace efrrtaivlie. Afin d’atteindre ces
objectifs, plusieurs technologies d'accés radio (RAT) telles que 'UM&S$ViMAX ou encore
la technologie 5.9 GHz ont été proposées pour la nouvelle génératiorsidengg de transport
intelligents.

En plus de la technologie 5.9 GHz, qui est spécialement dédiée aux xés&aigulaires, le
WIMAX mobile est attendu comme une technologie qui jouerait un role importars lgan TS
étant donné que c'est la seule technologie haut débit mobile en cotitsation.

Dans ce chapitre, nous comparons le WiMAX mobile (basé sur le standiil 882.16¢€) a la
technologie 5.9 GHz (basée sur I'imminent standard IEEE 802.11p). NadfoBs, par sim-
ulation, le potentiel et les limites des deux technologies en tant que média de cations
véhicule-a-infrastructure (V2I). Les performances des deuxmestéont évaluées pour différentes
vitesses de véhicule, différents débits et différents déploiements daixése

Certaines parties de ce chapitre ont été publiées dans:

e |Ikbal Chammakhi Msadaa, Pasquale Cataldi, and Fethi Filali. A CompaiStiwdy be-
tween 802.11p and Mobile WiMAX-based V21 Communication Networks. In NGV




2010, 4th International Conference on Next Generation Mobile ApplicgtiServices and
Technologies, July 2010.

Annexe A: Sujets Relatifs a la Gestion de la Mobilité dans lesaseaux WiMAX

Le form WiMAX estime que plus de 133 millions de personnes utiliseraient la tdéogie WiMAX
d’ici 2012. Parmi ces utilisateurs potentiels, plus de 70% utiliseraient I'implétien mobile de
cette technologie. De ce fait, la gestion de la mobilité constitue un challenge de taitlegs
70% d'utilisateurs WiMAX.

Cette annexe est consacrée a cette problématique. Elle décrit en effetdepts et mécanismes
introduits par le standard IEEE 802.16e—I'amendement du standard IBEEGRI-2004—qui
apporte des améliorations qui concernent surtout la gestion de la mobilités. ddavrons égale-
ment, a travers cette annexe, les principaux sujets relatifs a la mobilité dagsdasix WiMAX
et mettons en évidence les sujets de recherche qui sont encore auvectmntributions.

Certaines parties de cette annexe ont été publiées dans:

e lkbal Chammakhi Msadaa, Daniel Camara, and Fethi Filali. Mobility Managérime
WiIMAX Networks. Book chapter in "WiMAX Security and Quality of Service n&nd-to-
End Perspective". ISBN : 978-0-470-72197-1. Seok-Yee TadgPeter Muller and Hamid
Sharif Ed., July 2010.

Dans ce résumé, nous développons certaines de ces contributions.

Analyse de Performances des Réseaux WiMAX basés sur OFDM

Dans cette thése, un modele analytique original est développé afin diélesliperformances
théorigues maximales des systemes 802.16 basés sur OFDM. Ce modéle amabttidgveloppé
conformément aux spécifications du standard IEEE 802.16 [1]. Ensanbaur cette étude,
plusieurs scénarios ont été considérés afin d’évaluer les perfoesiéimeoriques maximales des
systemes WIMAX sous différentes configurations des parameétres MAGH¥t [Res résultats
obtenus mettent en évidence I'importance de considérer 'overhead MAE¥lors de I'évaluation
de performances des systémes IEEE 802.16. En effet cet ovedugagkt souvent ignorés ou
grossiérement estimé dans des travaux de recherches, pourrdituesrentre 40 et 90 % de la
totalité de la trame, en fonction de la taille des PDUs et des profiles systémédécéss Aussi
avons nous montré a travers cette étude analytique que l'utilisation d'unie lp@ssante plus
large n’implique pas forcément une amélioration conséquente des penfsiau niveau MAC.
En examinant I'effet de la fragmentation et de I'agrégation sur cesnpeafices, nous démontrons
également que celle-ci pourrait nettement améliorer les débits obtenus notadans le cas de
trafics transportant des paquets de taille fixe.

Support de la QoS dans les Réseaux WiMAX

Le standard IEEE 802.16 définit un protocole MAC orienté connexionaqGé connexion est
associée a un service flow (SF) caractérisé par un ensemble de pemd@@oS reflétant les
contraintes en deébit et/ou délai de I'application correspondant a celfeiXableau 1 dresse la
liste des parameétres de QoS a spécifier lors de la création d’'une nouvelkexamn correspondant
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Traffic/Applications real-time, fixed-rate| real-time, variable| real-time, variable| requiring guaranteed No rate or
Characteristics data, Fixed/Variable| bit rates, requiring| bit rates, requiring| data rate, insensitive delay
length PDUs guaranteed data| guaranteed data to delays requirement
rate and delay rate and delay
Downlink (DL)/ Uplink (UL) DL uL DL uL DL uL DL uL DL | UL
Maximum Sustained i i Vv Vv Vv Vv Vv v Vv v
Traffic Rate
Minimum Reserved i i Vv Vv Vv Vv Vv Vv N
Traffic Rate
Maximum Latency v v v v v v — _ |
Tolerated Jitter Vv v Vv Vv _ _ _ _ S
Request/Transmission Vv v v Vv Vv Vv v v v v
Policy
Traffic Priority - _ v Vv v v v v |
Request/Grant . Vv _ Vv _ v . N4 | Vv
Scheduling Type (UGS) (ertPS) (rtPS) (nrtPS) (BE)
Unsolicited _ V4 . Vv _ _ _ _ |
Grant Interval
Unsolicited - - _ _ _ v _ _ | —
Polling Interval
SDU Size(If fixed length SDU) | +/ Vv . _ _ _ _ __ — | —
Example of application T1/E1, VoIP \oIP MPEG video FTP HTTP,
without VAD with VAD SMTP

Table 1: Mandatory QoS parameters for each scheduling service

a telle ou telle catégories d’'applications. En outre, pour les connexions rdadsendant, le
standard IEEE 802.16 définit cing "request/grant scheduling typesdvair:

e unsolicited grant service (UGS),

extended real-time polling service (ertPS),

real-time polling service (rtPS),

non-real-time polling service (nrtPS),

et best effort (BE).

Il est & noter que les parameétres de qualité de service sont les mémen pqe d'application
donné que celle-ci soit sur le DL ou le UL et pourtant les "request/g@@duling types" ne sont
associées qu’aux connexions UL. Les noms de ces types reflétait nnhaniére dont la bande
passante est demandée ou allouée par la MS et la BS, respectivemeespmnnexions du lien
ascendant. D’ailleurs, le standard propose une multitude de techniqaesféet

Ce gqu'il faudrait toutefois retenir est que quelque soit le mécanisme dendiereid’allocation
de la bande passante, celle-ci est toujours demandée par flux maidéecpar MS. En d’autres
termes la station de base répond aux besoins de plusieurs connexionsngLmiéme MS sous
forme d’'une allocation agrégée et c'est a la MS de décider de la maniatece® ressources
seraient réparties puisqu’elle possede une perception plus acglues étjour des différents be-
soins.
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Dailleurs ceci nous raméne a une architecture d’ordonnancemens&tmposantes majeures:
deux du coté de la BS (I'ordonnanceur DL et I'ordonnanceur UL)net du coté de la MS pour
les connexions UL. De plus, comme le standard ne définit pas la maniéreatobmposantes
interagissent entre elles ni la maniere dont les différents concepts iitgr@awr gérer la QoS
pourraient étre réunis au sein d'une méme architecture, nous prapdans cette thése une ar-
chitecture de QoS qui répond a cette problématique. L'architecture qusepmoposons et qui est
illustrée par la Figure 1 se veut d’étre un cadre assez générique guapservir de base pour
concevoir des solutions d’'ordonnancement et de contrdle d’admissiorigs réseaux WiMAX.

Uplink PDUs Subscriber Downlink PDUs
Base Station Downlink SDUs Station Uplink SDUs A
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Ordonnancement et CAC: Etude et Taxonomie

Tel que le montre la Figure 2, les approches adoptées dans la littératurecavant une solution
d’ordonnancement pourraient étre divisées en trois principalesaraség

1. La premiére est basée sur une stratégie de gestion de files d’attefessaateurs traitent
le probléeme comme tel et essaient de trouver la discipline de gestion de filentBatie
plus appropriée et qui pourrait au mieux répondre aux contrainteso@ed®s différents
types de services visés par le standard IEEE 802.16 [1, 2]. Dans oettéepe catégorie,
deux types de structures reviennent assez souvent: soit une @rsictyrle consistant en
général en une seule politique de gestion de files d’attente appliquée alésutagégories
d’'applications [3, 4, 5] soit alors une structure hiérarchique plus éahacomme dans
[6,7,8,9, 10, 11, 12, 13, 14], basée sur deux ou plusieurs umvdardonnancements
reflétant les différents niveaux des décisions d’ordonnancemesés pr

2. Une seconde catégorie ou le probléme d’ordonnancement est farousliérme d’un prob-
léme d’optimisation dont I'objectif est de maximiser les performances du systdjeteas
des contraintes reflétant en général les contraintes de QoS desi@tecasses de services
[15, 16, 17, 18, 19, 20, 21, 22, 23].

3. La troisieme catégorie qui pourrait étre rencontrée dans la littératuferee sur une
approche cross-layer basée en général sur une architectusdayes L'objectif de cette
architecture est d’optimiser la communication entre deux [24, 25, 26, 2402& trois
[29, 30] couches réseau et ainsi améliorer les performances dugysteé

PMP Scheduling
Proposals
Packet Queuing-derived Optimization-based Cross-layer
Strategies Strategies Strategies

One-layer Hierarchical
Structure Structure

Figure 2: Classification of the scheduling strategies of IEEE 802.16 PMR mod

MCoSS: une Stratégie d’Ordonnancement multi-Contraintes pour les
Réseaux WiIMAX

Nous tentons, a travers cette thése de rassembler les différentes piépezzte "gestion de
ressources dans les réseaux WiIMAX" en s’attaquant aux probléme®ifutoujours ouverts.
Dans cette perspective, nous proposons une stratégie d’ordemnanic multi-contraintes bap-
tisee mCoSS (multi-Constraints Scheduling Strategy) qui définit les opérdtamd®nnancement
aussi bien coté BSs que coté MSs. La dite stratégie est décrite a trawsrsamble d’algorithmes
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gui maximisent le degré de satisfaction en QoS des trafics temps-réekdbEmants aux délais
en terme de débit et de délai. mCoSS pourrait trés bien s’appliquer a\desneement OFDM
que band-AMC OFDMA.

L'accés au canal est régulé par le moyen d'un shaper inspiré du méEade double seau a je-
tons qui rend possible la sporadicité tout en protégeant les trafics goinéerment au contrat
de service des trafics gourmands en bande passante. Ce mécanismbldesdau a jetons est
combiné & un algorithme d’ordonnancement opérant en deux étapes.uDg@memier temps, le
débit minimum réservé ainsi que les contraintes de délai sont satisfaits. €qugd’ entre les
différents flux est assurée grace a I'utilisation de la politique d’ordoceraent weighted fair
queuing (WFQ) pour partager le reste de la bande passante. La polidqlemtinde de la bande
passante profite de la multitude de techniques proposeées par le starlBr80E 16 en adaptant
le choix de la technique la plus appropriée en fonction de la quantité dairessalisponibles et
des contraintes QoS du flux considéré. D’autres problemes tels que la fdesirigafics BE et
la mise en oeuvre de la modulation et codage adaptatif sont également poisséatécation dans
notre stratégie d’ordonnancement. Afin d’évaluer cette solution, nousnisaimplémentée dans
le simulateur Qualnet et I'avons comparée aux disciplines Strict Priority d5@)e variante du
WFQ. Les résultats obtenus montre un compromis intéressant entre équftéaeité avec un
respect des contraintes de qualité de service des différentes camexio

Dans ce qui suit, nous commencons par expliquer I'idée du shaper a@eb@a® sur une version
modifiée du double seau a jetons. Ensuite, nous détaillons les algorithmdsrdiancement a
deux étapes pour finir avec une évaluation de performances de laistaidgosée.

Une Version Modifiée du Mécanisme de Double Seau a Jetons

Afin d’assurer une QoS pour divers types de trafics, il est importanptémenter un mécanisme
de shaping (ou lissage) afin de contréler le volume de trafic entrant eaurés isoler ainsi les
trafics gourmands en bande passante. Les deux mécanismes de lissags tépandus en in-
génierie de trafic sont: le "leaky bucket" (ou seau percé) et le "tokekelbu(seau a jetons). Le
seau percé constitue un mécanisme a travers lequel un flux est lissé deenda@ite transmis
dans le réseau a un débit constant. Le seau a jetons quant a lui, tosuesnasin contréle du
débit, permet une certaine sporadicité limitée par un seuil configurable.

Afin de répondre aux besoins de certaines catégories d’applicatigres\psir le WIMAX, nous
choisissons la deuxiéme alternative (a savoir le seau a jetons) pour modétigeshaper. Plus
particulierement, nous utilisons la variante seaux a jetons multiples. Nousaassoleaque flux

a deux seaux correspondant au débit minimum résefyé et au débit maximum souteri¥,,,,,,.
Ces doubles seaux reflétent en fait les limites inférieures et supérhusesvice a fournir a un
flux donné. Chaque seau est défini & travers trois parametres: la taitlersiu(ou rafale), le
débit moyen et l'intervalle de temps. La Figure 3 représente la structureudrhedseau associée a
chaque flux de service. Le premier seau est caractérisé par:

e un débit moyen, appelé aussi "committed information raf&l'R), qui spécifie la quantité
de données qui pourrait étre transmise en moyenne par unité de temps.

e un intervalle de temp$,, appelé aussi intervalle de mesure; il spécifie le quantum de temps

en seconde par rafale.

¢ la taille du burst/rafale, appelé également "committed burst sizg); €lle correspond a la
quantité de trafic qui pourrait étre transmise par burst durant un ifieedeamesure donné.
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Figure 3: A Dual-Bucket Shaping Mechanism

Les trois paramétres sont reliés comme sGif:R = ?— Nous fixonsC'I R au débit minimum
réservér! . . etT. alintervalle d'allocation/, i, caractérisant le flux Pour un trafic temps réel,
ce parametre correspond au délai maximiim,.. Pour les flux tolérants aux délais, ce parametre
ne devrait pas dépasser l'intervalle de polling (pour nrtPS) et poutatfixé en fonction de
l'intervalle moyen de transmission du flux. Lintroduction de ce parametraé&stssaire afin de
définir la fréquence a laquelle les allocations sont faites pour chaqueEitueffet, le standard ne
spécifie pas Iintervalle sur lequel les moyenrdés, . et k!, .. sont obtenues. Le premier seau
reflete en fait le niveau que le systeme WIMAX est contraint a respectergbaque flux confor-
mément au contrat de service ou SLA (Service Level Agreement). 3l ester que ni la BS ni la

MS ne sont contraintes a garantir les déldis,{.) pour un flux dont le débit dépas#&,,;...

Le deuxiéme seau est utilisé afin de s'assurer que le débit avec lequefideest transmis
reste conforme aux limites prédéfinies; i.e. ne dépassankpas. Tel que nous le voyons dans
la Figure 6.1, le deuxiéme seau est défini a travers les parametregsuivan

e un débit moyen appelé "excess information rafel R),
e une taille d'exces de rafalB,
e et un intervalle de temgk..

Nous considérons le méme intervalle de mesure que pour le premier se@u=+.6.. = I;r. Plus
précisément, pour un trafic temps-réél, =7, = L}, ... B. est configuré de maniére a ce que la

taille maximale d’une rafale ne dépasse Ras,, x T.. En d’autres termes3.+ B, = R: .. x T,

. . max
ce qui impliqgue queB, = FIRx T, = (R!,..— R. . ) xT.. Il esta noter que lorsque la capacité

min

B. ou B, de I'un des sceaux est atteinte, le surplus de jetons est supprimé.

Utilisant la configuration décrite ci-dessus, siles sceaux sont videshau de I'intervalle d’allocation,
la taille maximale de la rafale ne pourrait étre atteinte qu’a la fin de I'intervalle.gpagsément,

si les packets sont générés a un dédijt,, d’une maniére sporadique (toujours conforme au con-
trat), ils sont automatiquement retardés méme si I'on dispose de suffisameressdurces radio
pour les transmettre et ce parce qu’il N’y a pas encore assez de jetnaded sceaux. Cette
configuration permet de lisser le trafic et d’éviter les goulots d’étrangleaneprochain saut.
Néanmoins, ceci pourrait engendrer un gaspillage des ressotrdes délais supplémentaires
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inutiles.

Pour plus de flexibilité, et pour une plus grande efficacité dans la gestiden tdame physique,
nous choisissons de garder les méme intervalles de meguees., et les méme tailles de rafales
B. et B.. Toutefois, nous considérons les sceaux pleins au début de I'interaitee configura-
tion, tout en limitant la sporadicité aux seuils souhaités, permet que cellgicgise a n’importe
guel instant durant 'intervalle de mesure. Il est a noter que pour lesexions BE, le premier
sceau est vide étant donné qUéR = R! . = 0 et pour UGS, c'est le second sceau qui est vide
puisquer? . = R! . etEIR =R _— R . . Ainsi,laconfiguration est assez générique pour
supporter tous les types de services.

Ce mécanisme de lissage est combiné a une politigue d’ordonnancement étajees dont les

détails sont fournis dans ce qui suit.

Un Algorithme d’ordonnancement & Deux Phases

Le processus d’ordonnancement proposé dans cette thése corgiie erdonnanceurs; deux au
niveau de la BS: un pour le lien descendant et un autre pour le liendestezt un ordonnanceur
au niveau de la MS chargé de redistribuer les ressources allouékesBfarentre les différentes
connexions UL. Au début de chaque trame, la BS doit décider de la thgutria bande passante
est répartie entre les flux actifs. Le processus d’'ordonnancemenh@us proposons agit en
deux temps. Dans un premier temps, I'objectif est de satisfaire le SLA entigaant le débit
minimum pour les connexions non-BE et les contraintes de délais pour leexgons temps-réel
(UGS, erTPS, et rtPS). La fréquence de ces premiéres allocatiodétesmninée par l'intervalle
d’allocation du flux considérétgr. Mappant ceci au mécanisme de seau a jetons, ceci reviendrait
a vider le premier seau des flux dont I'intervalle d’allocation expire danstadren cours. En
procédant de la sorte, nous évitons d’ordonnancer toutes les ¢donse€xchaque trame ce qui
réduirait I'overhead associé a l'acces d’une MS. Les algorithmesggondant a 'implémentation
de cette premiére phase au niveau de la BS (en DL et UL) et au nivelzuMi® sont donnés
respectivement par Algorithm 9, Algorithm 11, et Algorithm 10.

Les paramétres considérés dans ces algorithmes sont les suivants:

o U= {ul,u2,...,uu} 'ensemble des SFs UGS

o £ ={el,e2,...,ee} 'ensemble des SFs ertPS

R = {rl,r2,...,rr} 'ensemble des SFs rtPS

e N ={nl,n2,...,nn}I'ensemble des SFs nrtPS

B = {b1,b2,...,bb} 'ensemble des SFs BE
e T} :laduree de latrame

e Gri:laquantité de bande passante allouée a la connéxiarant lal¢ ¢ phase du proces-
sus d’ordonnancement.

e Grh : la quantité de bande passante allouée a la connéxdonant a2 phase du pro-
cessus d’ordonnancement.

e Gr':laquantité de bande passante allouée a la connégiarant tout I'intervalle d’allocation
Ii..
ar

e R' . :le débit minimum réservé pour la connexion

min
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7
o Rmaz

: le débit maximum supporté pour la connexion

7
o Lmax

. le délai maximum toléré pour la connexion

e I, :lintervalle d'allocation pour la connexion

o N;' : le nombre de paquets séjournant dans la file de la connéxion
e S!:lataille de la file de la connexion

® t.y . letemps systeme

. tfgr - linstant auquel la connexioha regu la derniére allocation

Algorithm 1: BS DL Scheduler: 1st round
Return: W the sum of connections weights to be used in the 2nd round

1 Begin
2 W+ 0
3 for(i=0;i<5;i++)do
4 for (j =0;j < Ngp; j++)do
5 Gr] « 0
6 wl 0
7 if (teur — t{gr‘z I;,) then A
. tmp_Gr{ < min (57, ‘ ‘
Rf”mn X I_‘g” - GT’j)
9 Gr{ + ovhd_avail(z?mp_Gr{, MCS(5))
10 BW, < BW, — Gr{
11 t{gr — teur
w! < min(Sy,
12 : . , )
Rinae x I}y — Gri) — Gry
13 Gri <0
14 | W =W +w!
15 | W W+ min(S], Rhaz x Ijr — Gr9)
16 | return W

Les connexions participant a cette premiere phase sont considéréegrdardre de priorité
strict: UGS, ertPS, rtPS, et nrtPS. Seul la quantité de données néeessieindre le débit
minimum (en considérant I'overhead correspondant) est allouéet dlmster que, du coté de la
BS, puisque les flux pourraient étre transmis avec différents MCSs;anversion de la quantité
Gri en slots ou symboles OFDM est nécessaire afin d'évaluer la bandefeedismonibleBW,.,
considérée également en slots de temps dans ce cas la (c.f. ligne 10 déhAlgbet ligne 9 de
Algorithm 11). Notons également que dans cette stratégie, nous comsdéraatio DL/UL de
1:1 ce qui représente un des ratios typiques recommandeés par le forumXAddntrairement
au schéma d’ordonnancement présenté dans le chapitre 5 ou les limites Baftyajustées de
maniéere dynamique selon les caractéristiques du trafic.

La seconde phase de I'algorithme d’ordonnancement est déclermhiB&vpntuelle existence de




Algorithm 2: SS Scheduler: 1st round

Return: W the sum of connections weights to be used in the 2nd round

1 Begin

2 W<+ 0

3 for(1=0;i<5;i++)do

4 for (j =0;j < Nip; j++)do
5 Gr{ 0

6 wl 0

7 if (teur — 1], > I7,) then

11

12
13

14

15

16

17
18
19

20
21

22

23

tmp_Gr{ +— min(Sy,

. Ry % Igr _.Grj)
Gr{ < ovhd_avail (tmp_Gr?)
tye < teur

wl m;’n(Sg, ‘ A
Ripaz % I}y — Grj) - Gr]
Gri <0
| W« W+ w’
(i € RorieN) ‘
and (teyr — t{gr + Ty > I}))
if (unicast_BR_Opp > 1) then
L send_standalone_ BR
else if(BWr > 6) then
/* bandwi dth stealing =/
send_standalone_BR

Ise if then

D

else if (N2, > 1) then
| PM_bit + 1

W+ W+ mm(Sg, Rgnax X I;T - Grj)

B return W
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Algorithm 3: BS UL Scheduler: 1st round

10

11

12
13

14

15

16

17

Return: W the sum of connections weights to be used in the 2nd round
Begin
W<+ 0
for(1=0;i<5;i++)do
for (j = 0; j < Nip;j++) do
Gr{ «~0
if (teur — 1], > I3 then
tmp_Gr] < min(Req’,
Rl . xI)) —Gr

Gr{ — ovhd_avail(tmp_Gr{)
BW, « BW, — Grl
tlgr < teur
wi «  min(Req),,

Rinaz ¥ I}y) — Gri — Gr)
Grl + 0
W« W +w!
(i€ RorieN)
and (teur — t{gT + Ty > Ij)
and((Ng, ==0)
or (N3 > 0andPM == 1)))
L Unicast_Poll

| W W+ min(Req’, Ri,mx X Igr - GrY)

else if then

B return W
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bande passante a la fin de la premiére phase. L'objectif de cette sed¢apdest de partager la
bande passante restante entre les différentes connexions. Ce pattageuré conformément a
la stratégie WFQ. Le poids de chaque connexion correspond a la taillefitegattente tout en
restant dans les limites fixées par le double sceau qui lui corresporstjues:r est calculé, une
guantité équivalente de jetons est retirée du premier puis du second sceau

Algorithm 4: BS DL Scheduler: 2nd round

1 Begin
2 W+ 0
3 for (i=0;i<5;i++)do
4 for (j =0; j < Nip; j++)do
. J
5 tmp_Grd + wW x BW,.
6 Gr% +— ovhd_avail (t'mp_Gr%)
7 BW, + BW, — Gr},
8 Gri « Gri + Gr%

Algorithm 5: SS Scheduler: 2nd round

1 Begin
2 W+ 0
3 for(1=0;i<5;i++)do
4 for (j =0;j < Nip; j++)do
5 Gré «—0
6 if (w’ > 0) then
g, w
7 tm;z‘y_Gr2 — W x BW, |
8 Gr) < ovhd_avail(tmp_Gry)
9 BW, + BW, — Gr}
10 Gri « Gri + Gr%
11 if (G} > 0ands] > 0)then
12 if (BW, > 2) then
13 L Piggyback_BR
14 else if(Contention_BR_Opp) then
15 L send_standalone_ BR

Dans cette seconde phase, les connexions BE se voient accoog@rtipnnellement, autant
de chances que d'autres types de flux pour concourir pour une pariliz bande passante ce
qui éviterait des problémes de famine. Les détails des algorithmes progm#éfournis dans
Algorithm 12 (coté BS en DL) et Algorithm 13 (coté MS), respectivement.Flgure 4 illustre
les trois cas de figure possibles des sceaux a jetons a la fin d'un interedlbeation pour une
connexion donnéeg, aprés avoir effectué les deux étapes d’ordonnancement. |l eseaqe
durant tout I'intervalle, aucun jeton n’est rajouté.
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Figure 4: A Dual-Bucket Shaping Mechanism

e Dans le premier cas, les deux sceaux sont vides ce qui implique que lexéom@a atteint
son débit maximunk!

max*

e Siseul le premier sceau est vide, cela veut dire que la connexion adéignancé avec un
debitR; R, ,, <= R' < R;,,.. Ce qui veut dire que la connexion a réussi a atteidre au

moins le débit minimum garanti et & ne pas dépasser le délai maximum toléré.

e Le troisieme cas illustrée par la figure 4 correspond au cas ou le premér s@st pas
complétement vidé i.eR? < R! . . En d’autres termes, la bande passant n’était pas suff-
isamment large pour couvrir les besoins des connexions participant @ntegoe phase de
l'algorithme.

Dans les deux premiers cas, les deux seaux associés au flux sont demisveau et un nouvel
intervalle d’allocation commence. Dans le dernier cas, par contre, les m@augs Sont main-
tenus. De plus, pour atteindf& . , la connexion a besoin de plus de bande passant que ce qui
est reflété par le contenu en jetons de son premier seau. De ce fait,uauldéa trame d'apreés,
Ty x R: . jetons du deuxiéme seau sont marqués indiquant que le seuil pour la Erétape
ne correspond pas uniquement au contenu du premier seau mais égalexjetins marqués du
deuxiéme seau. La connexion participe a la premiére phase autant dedaigcgessaire, durant
les prochaines trames, jusqu’a ce que tous les jetons du premier seaguaitgiux marqués du
deuxiéme seau soient utilisés. C’est d'ailleurs seulement a cet instalesgseaux sont de nou-
veau remplis de jetons. Ce dernier cas entrainerait un délai supplémeoiaile flux considéré.
Néanmoins, en décalant I'intervalle d’allocation nous diminuons les chanmese cas de fig-
ure se produise encore une fois (deux ou plusieurs rafales coit)cideriout si cette sporadicité
survient d’une maniéere périodique.

Analyse de Performance

Afin d’évaluer les performances de la stratégie mCoSS, nous avons impéhesmsemble des
algorithmes associés sous Qualnet 4.5 [31], qui est la version commeieialeMoSim. mCoSS
a été comparée aux disciplines SP et a une variante du WFQ.

Le Tableau 2 dresse les parametres de simulation considérés dans ahtegié@v de perfor-
mances.
Dans les scénarios qui suivent, nous considérons un stream algfiowes configuré comme une
connexion UL du type rtPS. La taille de la trame audio est fixée a 1600 octietsrembre de
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Fréquence du canal 3.5 GHz
Band passante 10 MHz
Taille FFT 2048
Gain du préfixe cyclique 8
Modéle de propagation Two-ray
Puissance d’émission de I'antenne de la BS 33 dBm (=2 W)
Hauteur de I'antenne de la BS 32m
Gain de l'antenne de la BS 15 dBi
Puissance d’émission de I'antenne de la M33 dBm (= 200 mW)
Hauteur de l'antenne de la MS 15m
Gain de l'antenne de la MS -1 dBi
Type d’antenne omnidirectional
Durée de la trame 10 ms
Durée de la portion DL 5ms

Table 2: Simulation settings

trames par secondes suit une distribution uniforme entre 10 et 25 fps ¢{&dniees paramétre de
QoS considérés pour ce flux audio sont les suivafifg;, = 128 kbps,R;,,, = 320 kbps ef}, =
100 ms.

Scénario 1

A travers ce scénario, nous nous proposons d’'évaluer le pouvahal@ng de notre stratégie
mMCoSS. Pour cela, nous plagcons deux MSs a distance égale d’'une statiagedet nous config-
urons le stream audio comme mentionné précédemndent, = 128 kbps,R?, ., = 320 kbps et
Igr =100 ms. Tandis que MS1 respecte ces limites, MS2 tente de transmettre aturedaboup
plus élevé variant de 640 kbps a 1.28 Mbps. Plus de 30 expériencé®aatirnées afin de valider
la capacité de mCoSS a lisser un trafic gourmand en bande passante eadec@np comporte-
ment a celui d’une variante du WFQ et au SP implémentés sous Qualnet.

La Figure 5 représente les débits d’émission et de réception des deugdlukconforme au con-
trat (well-behaving) et celui qui est gourmand (misbehaving) pour ¢es atgorithmes: mCoSS,
WFQ et SP. Le "Tx rate" représente le débit avec lequel I'applicatiogésirée au niveau de la
MS tandis que le "Rx Rate" est le débit de réception a la BS.

Nous pouvons observer a partir de la Figure 5 que pour le trafic coefenvoyé par MS1 les
trois stratégies ont des performances quasi identiques en terme de deéipite Rafic gourmand
en bande passante, SP et WFQ laisse le trafic atteindre plus de 800 kisppualonCoSS oblige
ce trafic a rester dans les limites fixées par le contrat de QoS; le débit &fraiodne dépasse pas
en effet les 315 kbps.

Les tableaux 3 et 3 reportent les valeurs obtenues pour les délaistdmbimut et la gigue pour les
deux trafics observés. Comme conséquence de la politique de shapiméeaplar notre stratégie,
le trafic non conforme au contrat généré par MS2 est pénalisé par n{€o$8mparaison a WFQ
et SP) en terme de délai puisque les packets dépaB§antsont retardés et éventuellement sup-
primés si leur nombre dépasse la capacité des buffers. D’autre patélés du trafic conforme
sont réduits de moitié (en comparaison a WFQ et SP). Avec WFQ et SPubetrdfics obtiennent
les mémes délais de bout en bout; le trafic gourmand bénéficie méme d’unexgigeane plus
courte que celle du trafic conforme. A partir des résultats obtenus, mov®ms constater que
mMCoSS est capable de forcer un trafic a rester dans la limite des seuilségiriisoler les
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Figure 5: mCoSS Shaping Capability

MS1 MS2
Well-behaving| Misbehaving
mCoSS 0.255 13.6
WFQ 0.57 0.53
SP 0.57 0.53

Table 3: mCoSS Shaping Capability: E2E Delay (sec)

trafics gourmands. L'absence d’'un mécanisme de shaping dans WHQaeaffecté les perfor-
mances du premier trafic et les conséquences auraient pu étre pluasignii le second trafic
avait tenté de saturer toute la bande passante.

Scénario 2

Dans ce second scénario, nous considérons les mémes MSs avegectraii streams audio
ayant la méme configuration. A travers ce scénario, nous visons a ev@dns des conditions
équivalentes de canal et de trafic, les performances de notre st@ditirgiennancement en terme
d’équité inter-SSs et inter-SFs et de comparer le degré de satisfactipoRdes six connexions
en utilisant les trois stratégies d’'ordonnancement. La Figure 6(a) montébiendoyen obtenu
pour le ler, 2nd et 3éme stream audio (A1, A2 et A3, respectivemeMpdect MS2. Coté débit
moyen, les trois stratégies offrent le méme niveau de performance. Liet@lgigue de bout en

MS1 MS2
Well-behaving| Misbehaving
mCoSS 22 80
WFQ 69 27.7
SP 69 27.7

Table 4: mCoSS Shaping Capability: Jitter (ms)
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Figure 6: 2 MSs with 3 Audio streams each

bout quant & eux connaissent des comportements plus variables duithaihg a un autre comme
nous pouvons le constater a partir des Figures 6(b) and 6(c). Ave€(@, W délai E2E varie de
35a 67 ms d'un SF a un autre. Le méme comportement est observé pouniSBquel le délai
moyen de bout en bout varie de 30 & 72 ms. mCoSS d’un autre coté affralgeirs bien plus
basses et beaucoup plus stables pour les six flux aussi bien pouril@deiaon 20 ms) que pour
la gigue (moins de 30 ms). Comparé au WFQ et au SP, mCoSS offre les meitlsursoat les
plus stables résultats ce qui entraine une meilleure équité inter-SFs et Bser-M

Scénario 3

A travers ce dernier scénario, nous tentons de valider la capacité deSreCa@apter la bande
passante allouée aux conditions du canal de la MS; une fonctionnalit&tqigja supportée par
le module WIMAX dans Qualnet pour les algorithmes WFQ et SP.

Etant donné cet objectif, nous considérons 3 MSs placées a des popitisrou moins éloignées
de la BS: a 1km, 2 km et 3km. Ces trois distances correspondent en fais aitreaux de SNR
correspondant a UIUC 1 (QPSK 1/2), UIUC 4 (16-QAM 3/4) and UIUGZ-QAM 3/4). Nous
configurons deux streams audio a chaque MS avec les mémes paranétifsssprécédemment.
Tel que le montre la Figure 7(a), d’'ailleurs comme pour le scénario pratéegtrois algorithmes
ont des performances quasi équivalentes pour ce qui est du dgl@hmdependant, la différence
du délai moyen de bout en bout (illustré dans la Figure 7(b)) entre AudioAludio 2, en util-
isant la stratégie SP est plus visible que dans le cas du scénario ptédédesifet il varie par
exemple pour MS3 de 35 ms a plus de 100 ms excédant ainsi le délai maximugn @éméme
comportement est observé pour la gigue moyenne dans la Figure 7(0) m@mSS par contre,
I'utilisation de différents schémas de modulation et de codage n’a pratigaemancun effet sur
les performances de I'algorithme. L'équité et la stabilité des résultats @esedans le scénario
précédent sont confirmées a travers ce scénario.
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Figure 7: 3 MSs with 2 Audio streams each

Conclusion et perspectives

La majorité des stratégies d’ordonnancement hiérarchiques (telles3jue[]) proposées dans
la littérature et décrites dans le Chapitre 4 propose une discipline de gestiibe diattente spé-
cifique a chaque service d’ordonnancement (e.g. EDF pour rtPS, @ée©nrtPS et RR pour
BE). Ceci entraine une augmentation significative de la complexité de la stratigptée. Con-
trairement & ces approches, la stratégie mCoSS que nous propossreetiarthese est congue
de maniére a pouvoir s’appliquer a tous les types de services d’ondcemeant visés par la tech-
nologie WiMAX.

Basée sur une variante du mécanisme du double seau a jetons, mCoSS altiérleitgéde
I'approche a la spécificité de la configuration dans la mesure ou ce mécahdssi@ping est
configuré par flux.

La politiqgue de demande et d’allocation de la bande passante adoptée paBm€toconcue de
maniére a assurer un compromis entre la précision de la perception destessbande passante
et la diminution de I'overhead associé a un polling unicast plus fréquentefféhla stratégie
alterne "bandwidth stealing", piggybacking, poling unicast ou broddttassage du PM bit en
fonction du service d’ordonnancement considéré et des ressalisponibles.

Les résultats préliminaires d’évaluation de mCoSS reportés dans ce mwvaigdent et confir-
ment I'équité de la stratégie, sa capacité a isoler et lisser les trafics gowemabdnde passante
et a supporter la technique trés intéressante d’AMC qu’offre le WiMAXs e simulations sont
toutefois nécessaires pour vérifier et valider d’autres aspects destatégie.

Sujets Relatifs a la Gestion de la Mobilité dans les Réseaux WiMAX

Les pricipales conclusions dégagées au niveau de cette annexai@auétre résumées comme
suit:

e Le standard IEEE 802.16e propose trois modes de handover. Lednaildver consiste en
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plus d'étapes et pourraient entrainer des délais importants. Néanmeidsube modes de
soft handover: FBSS et MDHO ne peuvent pas constituer une alteriiile au schéma
de handover obligatoire (hard HO) pour plusieurs raisons. D’unepaace qu'il existe
plusieurs restrictions sur les BSs opérant en modes FBSS/MDHO étané dprelles
doivent étre synchronisées entre elles en temps et en fréquendeesttdyoir des struc-
tures de trames synchrones. D’autre part, dans les modes MDHO et EFBIESs d’'un
méme Diversity Set appartiendraient a priori & un méme sous réseau taadéshgndover
pourraient survenir entre BSs appartenant a des sous réseaug it

Les handovers rapides de Mobile IPv6, comme tous les mécanismes de gestiban-
dovers cross-layer en général, sont basés sur la collaborationféeidiés couches afin
d’améliorer la maniére dont la mobilité est gérée. Cette idée d'intégrer lesnafmns
provenant de plusieurs couches aide a augmenter les performargestida du HO. Néan-
moins, ces solutions requiérent souvent d’'importantes modifications ghbsemplique et
freine leur déploiement.

Les réseaux émergents seraient a priori hétérogenes; donc, kErgenge vers un mécan-
isme de handover unifié est désormais une nécessité. De ce fait, le méckiadimdn-
dependant Handover (MIH) offre une alternative intéressanteldanesure ou il offre une
solution généralisée et surtout standardisée pour différentes teghesdbacces. Toutefois,
le succes du MIH dépend énormément de la bonne volonté des vendéntdgiier dans
leur produits futurs.

Le roaming constitue un concept clef pour I'extension de la couverturerdseau d'opérateurs.
A travers le roaming, un mobile pourrait accéder automatiquement auxeed/in autre
opérateur lorsqu'il se trouve en dehors de la couverture du résesandopérateur habituel
(home network provider). Le roaming propose de ce fait un modéle édguoe plus
générique et plus extensible pour les réseaux WiMAX. D’ailleurs, abffrif un processus
indépendant et plus étendu, le forum WiMAX définit une interface denog. L'objectif

de cette interface est de standardiser le format ainsi que les moyehamyecentre les
différentes entités impliquées dans le processus de roaming.
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Introduction

Motivation

Over the past two decades, our daily lives have been reshaped bgsthéefzelopment in the
telecommunications environment. Broadband Internet and wireless ubiguiéydecome more
than ever real needs in our modern lifestyle. Driven by this growing ddrfaarhigh-speed broad-
band wireless services, Worldwide Interoperability for Microwave Asa@ViMAX) technology,
addressed in this thesis, has been developed. In addition to its wirelebsoaadand capability,
WiIMAX technology is IP-based and mobile. The support of these featna&es Mobile WIMAX
the leading technology that overcomes the high data fees of 3G technalaggeservices and the
limited mobility of WiFi. Moreover, Mobile WIMAX is a reality and is being deployed in the
United States, Japan, Korea, Europe, Australia, and around the diadactually the only mo-
bile broadband technology currently in use. More importantly, there ayeiong discussions about
the possible selection of this technology as an International Mobile Telecoiations (IMT)-
advanced standard.

WiMAX technology is based on IEEE 802.16 standards and amendmentif/spethe MAC
and PHY layers for fixed, nomadic, portable, and mobile access. Thediecly offers a set of key
features: (1) the use of orthogonal frequency division multiplex (OFR) time and frequency
duplex (TDD and FDD), (3) support of adaptive modulation and codiC) and (4) advanced
antenna techniques such as multiple input, multiple output (MIMO) antennagl§f¥t security
and (6) Quality-of-Service (QoS) support. In this thesis, we are mainlyestied in the latter
capability. In fact, WiMAX technology is designed to support heterogesetasses of services
including data, voice and video. However, the IEEE 802.16 standarddeavstandardized the
resource management and scheduling mechanisms which are crucial emtsptmguarantee
QoS performance.

In this thesi$, we evaluate the performance of WiMAX networks in both fixed and highly
mobile environments. More specifically, we investigate the potential and limitatibosing
Mobile WIMAX as a Vehicle-to-Infrastructure communication medium. Morepwear tackle in
this thesis most of the resource management and scheduling issues thhebaveft open with
the objective of defining an architecture that fulfills the QoS expectatiotiedive categories of
applications addressed by the IEEE 802.16 standard. The remaindertbEsis is organized as
described in next section.

2This work was supported by WINEM (WiMAX Network Engineering and Multihing) project under the grant
No. 2006 TCOMOO05 05 and by EURECOM industrial members : BMW Grdtigco, Monaco Telecom, Orange,
SAP, SFR, Sharp, STEricsson, Swisscom, Symantec, Thales.
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Contributions and Outline

Chapter 1: An overview of WiMAX

The objective of this chapter is to provide a broad view of WiMAX technoldgerefore, we first
go through the standardization process of the IEEE 802.16 family of st@sdehen, we describe
the different physical interfaces targeted by the IEEE Std 802.16 asaw/étle frequency bands
for which they have been specified. An overview of the PHY layer isidex/with a particular
insight into the adaptive modulation and coding capability supported by WiM¥X{or the MAC
layer, only the core functionality, necessary to the understanding oftfiermmance study carried
out in Chapter 2, is described. All the features related to QoS supptinedAC level are
further discussed in Chapter 3. Indeed, because there are so nrargptto be introduced in
this context, we have preferred to dedicate a whole chapter to this purpose

Chapter 2: Performance Analysis of OFDM-based WiMAX Networks

In this chapter, we evaluate the performance bounds of WIMAX systener wifferent physical
and MAC parameters settings. The saturation throughput that can edsad02.16 networks is
investigated through several scenarios in which we vary for instandeattne duration, the chan-
nel bandwidth, and the modulation and coding scheme (MCS) in use. Antiaahfyamework
was developed based on technical properties and system profiléBespby the IEEE 802.16
standard for systems using the WirelessMAN-OFDM air interface.

Parts of this chapter were published in:

e |kbal Chammakhi Msadaa and Fethi Filali. On the Performance Bound$bMbdbased
802.16 Broadband Wireless Networks. In WCNC 2008, IEEE Wirelesarfanications
and Networking Conference, Apr. 2008.

Chapter 3: QoS Support in WIMAX Networks

The IEEE 802.16 standard defines a connection-oriented MAC prdtuaids designed to accom-
modate a variety of applications with different QoS requirements. Nevesthedeveral issues
mainly related to resource allocation, have been left open. The main objettitis chapter is
to provide a better understanding of the supported and missing featunesute €0S support in
WIMAX networks. Therefore, we first describe the main elements spedifiatie IEEE 802.16
standard to provide QoS for heterogeneous classes of traffic. Weepropose a generic QoS
framework which incorporates what we consider as key componentten®oS in WiMAX
systems. The last section of this chapter is dedicated to scheduling and iadneisstrol is-
sues. More specifically, we highlight, in that section, the main challenged falen designing a
scheduling and/or connection admission control (CAC) solution for WiMAKnorks.

Parts of this chapter were published in:

e |kbal Chammakhi Msadaa, Fethi Filali, and Farouk Kamoun. An 802.16dlmd NS2
Simulator with an Integrated QoS architecture. In SIMUTools’ 08, 1st mhatigwnal Con-
ference on Simulation Tools and Techniques for Communications, NetwnckSystems,
Mar. 2008.
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Chapter 4: Scheduling and CAC in WIMAX Networks: a Survey and Taxonomy

A large body of literature has been concerned with scheduling and admissidrol issues in
WIMAX networks. In this chapter, we survey, classify, and compareethffit scheduling and
CAC mechanisms proposed in this work-in-progress area.

Parts of this chapter were published in:

e |kbal Chammakhi Msadaa, Daniel Camara, and Fethi Filali. Schedulingain IEEE
802.16 Fixed BWNs : a Comprehensive Survey and Taxonomy. "IEEBMmications
Surveys & Tutorials", 99, Oct. 2010.

¢ Tijani Chahed, Ikbal Chammakhi Msadaa, Rachid Elazouzi, Fethi FildahSaddine Elay-
oubi, Benoit Fourestié, Thierry Peyre, and Chadi Tarhini. WiMAX NetwGapacity and
Radio Resource Management. Book chapter in "Radio Resources Bfaeagin WiMAX
: From theoretical capacity to system simulations"”, ISBN: 978184821 &1 2009.

Chapter 5: Adaptive Scheduling with Max-Min Fairness Admission Control

Despite including the possibility of QoS support, 802.16 MAC protocol de¢snclude a com-
plete solution to offer QoS guarantees for various applications: resoumoagement and schedul-
ing still remain as open issues. In this chapter, we propose a new Qateetute for PMP 802.16
systems operating in TDD mode over WirelessMAN-OFDM physical lay@ncludes a CAC pol-
icy and a hierarchical scheduling algorithm. The proposed CAC policgtadoMin-Max fairness
approach making efficient and fair use of the available resourcesprbipesed scheduling algo-
rithm flexibly adjusts uplink and downlink bandwidth to serve unbalanceéidrarhis adaptive
per-frame uplink/downlink allocation procedure takes into account the tlialptation capability
supported by WiIMAX and the data rate constraints of the different typeeiafices. Through
simulation, we reveal the efficiency of the proposed CAC scheme and tsladwur scheduling
algorithm can meet the data rate requirements of the scheduling servic#ftedpey the IEEE
802.16 Standard.

Parts of this chapter were published in:

e Ikbal Chammakhi Msadaa, Fethi Filali, and Farouk Kamoun. An adaptf& &Qrchitecture
for IEEE 802.16 Wireless Broadband Networks. In MASS 2007, 4thHHE#&iernational
Conference on Mobile Ad-hoc and Sensor Systems, Oct. 2007.

Chapter 6: mCoSS: a multi-Constraints Scheduling Strategyor WiMAX Networks

In this chapter, we propose a multi-Constraints Scheduling Strategy (m@d8&) maximizes
the quality of service (QoS) degree of satisfaction for both real-time anerew-time traffic in
terms of delay and throughput. mCoSS addresses two constraints thatatvemnsidered in the
QoS solution presented in Chapter 5: latency requirements of real-timeatmmseand support
of bursty traffics. In the scheduling strategy presented in this chapéeacitess to the network
is regulated via a traffic shaper that is inspired from the dual tokenetsidhaping mechanism
which allows traffic burstiness while protecting contract-conforming cotioies from misbehav-
ing ones. The modified dual-bucket mechanism is combined with a two-rashésluling algo-
rithm reflecting the two levels of service to be expected by each connedtidhe first round,
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the minimum reserved traffic rate and delay constraints are met while in thedsemand, fair-
ness among flows is ensured over the remaining bandwidth using a weightgdduing (WFQ)
mechanism. The bandwidth request and grant policy adopted in the prbptiategy takes ad-
vantage of the different mechanisms specified by the IEEE 802.16e sfarthadapts the choice
of the appropriate technique to the service flow QoS constraints and tortemtcavailability of
radio resources. Other concerns such as supporting the link adaptatiahility and avoiding
starvation of best effort traffic are also addressed in the propadetios.

Chapter 7: Mobile WIMAX: a V21 Communications Medium

Intelligent Transportation Systems (ITS) have been under developinestthe 80’s as part of a
global strategy for solving many of our modern life transportation probldingse systems enable
people to reach their destinations in a safe, efficient, and comfortablelmvayder to reach that
goal, several radio access technologies (RAT) such as UMTS, WiFi,AXilsind 5.9 GHz have
been proposed for next generation ITS.

In addition to the 5.9 GHz, which is dedicated to vehicular ad hoc networksonetywmobile
WIMAX is expected to play a major role in ITS since it is the only mobile broadbaciinelogy
currently in use.

In this chapter, we compare mobile WiMAX (based on IEEE 802.16e stapdadd5.9 GHz
technology (based on the upcoming IEEE 802.11p standard). We intestigeough simula-
tion, the potential and limitations of both technologies as a communication mediaHiotere
to-infrastructure (V2I) communications. The performance of the two Bystie evaluated for
different vehicle speeds, traffic data rates, and network deployments.

Parts of this chapter were published in:

e |Ikbal Chammakhi Msadaa, Pasquale Cataldi, and Fethi Filali. A Compaiatiwdy be-
tween 802.11p and Mobile WiMAX-based V21 Communication Networks. In NGV
2010, 4th International Conference on Next Generation Mobile AppliegtiBervices and
Technologies, July 2010.

Appendix A: Topics Related to Mobility Management in WiIMAX Netw orks

The WIMAX forum estimates that more than 133 million of people will be using the WXMA
technology by the year 2012. From these users, more than 70% aretezkpe be using the
mobile implementation of the technology. From this perspective, mobility managasnaikey
aspect to provide access for these potential 70% of WiIMAX users.

This appendix focuses on the latter topic. It describes some conceptsesi@nisms introduced
by the IEEE 802.16e standard—the amendment of the IEEE 802.16d-20@%asd—which pro-
vides enhancements mainly related to mobility management. We also cover the maimetgied
to WIMAX networks from a mobility perspective and point out the researstids where there is
room for contribution.

Parts of this appendix were published in:

e lkbal Chammakhi Msadaa, Daniel Camara, and Fethi Filali. Mobility Managérime
WiIMAX Networks. Book chapter in "WiMAX Security and Quality of Service n&nd-to-
End Perspective". ISBN : 978-0-470-72197-1. Seok-Yee TadgPeter Muller and Hamid
Sharif Ed., July 2010.
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Chapter 1

An overview of WIMAX

In this chapter, we first go through the standardization process of thie 892.16 family of
standards. In Section 1.2, we describe the different physical inesrfacgeted by the IEEE Std
802.16 as well as the frequency bands for which they have been sgdecin overview of the
PHY layer is provided in Section 1.3 with a particular insight into the adaptiveutatidn and
coding capability supported by WIiMAX. The WIMAX frame formats will be pretad in the
same section. A brief overview of the MAC layer is given in Section 1.4. Tlusdaction only
introduces the core functionality of the MAC layer. All the features relate@a& support at
MAC level will be further discussed in Chapter 3.

1.1 IEEE 802.16/WiMAX standardization

The IEEE 802.16 broadband wireless access (BWA) standard hasdegeloped by the IEEE
802.16 working group (WG) since 1999. The standard was initially dedigmesupport fixed
BWA in line-of-sight (LOS) environment in the 10-66 GHz band. It hasitheen extended to the
non-LOS (NLOS) environment in the 2-11 GHz band with the publication offitE 802.16a
standard. The IEEE 802.16 task group d (TGd) was later organizedise mnd consolidate these
standards in a final version, IEEE 802.16-2004 [1], which was af@orn 2004.

In December 2005, an amendment of this version: IEEE 802.16e-2D0&§published, extend-
ing the scope of the standard from fixed to both fixed and mobile environngrissamendment,
developed by the IEEE 802.16 TGe, provides enhancements to IEEE 368004 to sup-
port subscriber stations moving at vehicular speeds. Both standarddatar been rolled up,
along with other standards (e.g. 802.16g-2007 related to the ManagetaratFrocedures and
Services), in the IEEE 802.16-2009 standard document [37].

Like for any other technology, the 802.16 standards define a hugé design alternatives
and optional features in order to accommodate the needs of differammements. However, for
seek of compatibility between vendor products, only a limited set of mechanishteatification
profiles have been retained by the Worldwide Interoperability for Mick@vaccess (WiMAX)
forum.

Established in 2001, the WiMAX Forum is the entity in charge of promoting arnifygag wire-
less broadband equipments based on the IEEE 802.16 and the Eurdpeamisunications stan-
dards institute (ETSI) HiperMAN standards. Moreover, it was the WiMAXuim that commer-
cialized the 802.16 family of standards, officially called WirelessMAN in |IEEEder the name
"WIMAX". For the rest of this thesis, the terms WIMAX and IEEE 802.16 will bged inter-
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changeably.

1.2 |EEE 802.16 frequency spectrum and PHY interfaces

As mentioned before, the IEEE 802.16 standard specifies the air intéoiaB&VA systems in
two different bands: 10-66 GHz and sub 11 GHz. Due to short wagtiethe 10-66 GHz band
provides a physical environment where LOS transmission is requiredvhece multipath effect
is negligible [38]. The channels used in this band are large: typically 28 dll2z. The PHY
interface dedicated to this band is WirelessMAN-SC based on single+q@@& modulation. For
the band "below 11 GHz" and more specifically from 2 to 11 GHz, the IEEE1#standard
defines two air interfaces: WirelessMAN-OFDM and WirelessMAN-OFDMased on the or-
thogonal frequency division multiplex (OFDM) and orthogonal frequyettivision multiple access
(OFDMA) modulations, respectively. These two interfaces operate ibh @Hz licensed bands.
A third PHY interface WirelessHUMAN (High-speed Unlicensed Metropoliaea Network) is
proposed for 2-11 GHz license-exempt bands. The standard dbggeuify the modulation tech-
nique used in this interface, nevertheless, the unlicensed frequenajuded in fixed WiIMAX
certification. Note that for the 2-11 GHz band, due to longer wavelenddt§ Ls not required
and multipath effect maybe significant. Among the four air interfaces preden this section,
WIiMAX only considers WirelessMAN-OFDM and WirelessMAN-OFDMA PHYylars. The two
air interfaces are typically dedicated to fixed and mobile systems, respgctive

The common key point between these two PHYs is the use of OFDM which is abtp&
with severe channel conditions. Indeed, compared to single-carrienlatimsh, OFDM offers a
higher bandwidth efficiency using a digital multi-carrier modulation. The teglnconsists in
dividing a high data rate stream into several parallel data streams and magleatin of them
on a separate subcarrier. These subcarriers are closely-spated} interfering since they are
orthogonal to each other.

1.3 An overview of WIMAX PHY

Nodes belonging to the same WIMAX network, share the same wireless medinghare of
the two modes specified in the IEEE 802.16 standard: the two-way PMP modddtoar) and
the mesh mode (optional). The main difference between the two modes is thathnnmoesg,
subscriber stations (SSs) have the possibility to communicate with each otettydir through
the base station (BS), depending on the transmission algorithm in use: desdribentralized, or a
combination of both. In PMP mode however, which is the only mode for sharadja considered
in this thesis, a central BS receives and coordinates all the transmissicunsing between SSs.
The SSs within a given antenna sector receive the same transmissiondstolaylthe BS on the
downlink channel (DL). Each SS is required to capture and procdysttom traffic addressed
to itself (or to a broadcast or multicast group it is a member of). On the upliakrad (UL)
however, the multiple user access is possible either through time division muttqg@ssa(TDMA)
in WirelessMAN-OFDM or using frequency division multiple access (FDMAWirelessMAN-
OFDMA, both associated with OFDM modulation technique. Downlink and uplivdnoels are
duplexed using one of the two following techniques: Frequency Divisiopl&€xing (FDD) and
Time Division Duplexing (TDD). FDD typically divides the frequency bantbitwo bands: one
for the downlink transmission and another one for uplink transmission. ritrast to FDD, TDD
systems use the same band for both downlink and uplink and divide the frathe time domain,
into a DL subframe and an UL subframe. This mode offers channel oeiiprand the possibility
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Modulation | Coding rate| Receiver SNR (dB

BPSK 1/2 3.0
QPSK 1/2 6.0
3/4 8.5

16-QAM 1/2 11.5

3/4 15.0

64-QAM 2/3 19.0

3/4 21.0

Table 1.1: Receiver SNR assumptions (WirelessMAN-OFDM) - Table 332]-

of adapting the DL/UL ratio in a dynamic and asymmetric way. It is worth mentioniagahly
the TDD mode of WIMAX has been accepted as an IMT2000 technology iii.2R@vertheless,
in order to offer more flexibility in the channel bandwidth options, the WiMAXWra has put
a special effort in adding FDD-specific part [39] to Release 1.5 whiak approved in August
2009.

In addition to TDD and FDD duplex, OFDM modulation, and support of time aeduency
multiple access techniques, WIMAX systems support the use of adaptive rtiodwdad coding
(AMC) in order to combat and even take advantage of the channel stetigaflions encountered in
wireless propagation environments. We dedicate the next section to degthiblatter technique.

1.3.1 Link adaptation, modulation, and coding

The adaptive modulation and coding (AMC), also referred to as link atiapteapability, is a
powerful technique used by WiIMAX technology to strengthen the robastaEthe communica-
tion to the highly varying channel conditions. This is achieved by employimdpast modulation
and coding scheme (MCS) i.e. transmitting at low data rates when the champuarisind in-
creasing the data rate i.e. using a more efficient MCS when the channelds Goe modulation
techniques supported by WiMAX technology are: BPSK, QPSK, 16-QAM 64-QAM. For
channel coding, three different forward error correction (FE@gs$yare supported by WiMAX:
convolutional codes, turbo codes, and block codes. These chemdiely techniques are used
to add to the information bits redundant bits which are intended to increasedimg@ain and
correct the bit errors occurred during transmission. Combined with tferefitt modulation and
coding rates proposed by the IEEE 802.16 standard, these FEC tyges Eapossible configu-
rations called "burst profiles".

The mechanism used to choose the most appropriate per-frame arsbp®&€sS, and manage the
DL and UL burst profiles of each SS, is not fully specified by the stahddoreover the guidelines
and recommended policies depend on the PHY layer in use (OFDM or OFDN&\ertheless,
the basic idea consists in adapting the choice of the most appropriate mfilgt, pdentified by
a DIUC/UIUC (DL/UL interval usage channel), to the channel SNR (digmanoise ratio) mea-
sured at the receiver. Tables 1.1 and 1.2 report the MCSs recommbypdee IEEE 802.16
standard [37] for given values of the receiver SNR in WirelessMARD® and WirelessMAN-
OFDMA, respectively. Note that these are only order of magnitudes &sSitained for specific
requirements (a BER afd—® measured after FEC) and channel conditlons

The reported values are derived in an AWGN environment. Table 1RsSisume the use of Reed-Solomon
convolutional coding (RS-CC) while Table 1.2 SNRs are obtained asguiméruse of a tail-biting convolutional code.
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Modulation | Coding rate| Receiver SNR (dB

QPSK 1/2 5.0
3/4 8.0

16-QAM 172 10.5

3/4 14.0

64-QAM 1/2 16.0

2/3 18.0

3/4 20.0

Table 1.2: Receiver SNR assumptions (WirelessMAN-OFDMA) - Table-533]

1.3.2 WirelessMAN-OFDM

In the IEEE 802.16, the channel consists of fixed-length frames, agnsimoFigure 1.1. Each
frame is divided into DL and UL subframes. [1] specifies that, when usibiQ,the UL subframe

and DL subframe durations shall vary within the same shared frame. Telidk subframe

consists of one single PHY PDU while the uplink subframe consists of two cboeintervals

followed by multiple PHY PDUs, each transmitted by a different SS. The finstention interval

is used for ranging which is the process of adjusting the radio frequ&t€y The second interval
may be used by the SSs to request bandwidth since bandwidth is granted tm S®mand.
Two gaps separate the downlink and uplink subframes: transmit/receisttima gap (TTG) and
receive/transmit transition gap (RTG). These gaps allow the BS to switah thie transmit to

receive mode and vice versa.

The downlink PHY PDU consists of one or more bursts, each transmitted withicifis burst
profile. A burst profile is a set of parameters describing the transmissigeies (modulation
type, forward error correction (FEC) type, etc.) corresponding tomeamval usage code (IUC).
Each SSis required to adapt the IUC in use (a DIUC for the downlink atd@@ for the uplink)
based on measurements on the physical layer. The length of each lmetbisthe BS. Indeed,
at the beginning of each frame, the BS schedules the uplink and downéinksglby mechanisms
that are outside the scope of the standard [1, 2]) and then broadaastevinlink frame prefix
(DLFP), the DL-MAP and the UL-MAP informing the SSs of its schedulingisieas. The DLFP
describes the location and profile of the first downlink bursts (at mos}).f@8s using the same
DIUC are advertised as a single burst. The DL-MAP, when sent, desdtile location and profile
of the other downlink bursts—if they exist. However, the IEEE 802.16 stahdpecifies that,
at least one full DL-MAP must be broadcast within the Lost DL-MAP Inétreven if there are
less than five bursts. The UL-MAP should be transmitted in each framentaios information
elements (IE) that indicate the types and the boundaries of the uplink allezdli@tted to the
SSs.

The profile of each downlink and uplink burst are specified in the dowweliv@inel descriptor
(DCD) and uplink channel descriptor (UCD), respectively. The B&bcasts the DCD and the
UCD messages periodically—every DCD/UCD Interval—in order to definectiaacteristics
of the downlink and uplink physical channels. Referring to Figure 1.1nate that each burst
consists of one or more MAC PDUs. Each MAC PDU begins with a fixed-leMAIC header
followed by a payload and a cyclic redundancy check (CRC) field. Thisthmay also contain
padding bytes since each burst must consist of an integer number dfi@mbols. UL bursts
begin with a preamble used for PHY synchronization.
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Figure 1.1: OFDM Frame Structure with TDD

1.3.3 WirelessMAN-OFDMA
1.3.3.1 Subchannelization

WirelessMAN-OFDMA supports channel bandwidths of 3.5 to 20 MHz witB,1312, 1024, or
2048 subcarriers. The available subcarriers are grouped intogodgpbcarriers called subchan-
nels. This subchannels might be formed using either distributed or ad@dardrriers which cor-
respond to the two modes of subcarriers permutation supported by theBEEES standard. In
distributed permutation, also called diversity permutation, subcarriers fgrinenisame subchan-
nel are pseudorandomly taken over a the frequency spectrum, thesiagHrequency diversity
gain. In adjacent permutation however, the subcarriers belonging tonesabchannel are phys-
ically adjacent. This permutation is called band adaptive modulation and cdatingl AMC).
This technique enhances the spectrum efficiency by selecting the uskatleaa strong channel
and by choosing the MCS that maximizes the band efficiency, thus achieviltiguser diversity
through frequency-selective resource allocation.

1.3.3.2 Band AMC Permutation mode

The basic allocation unit in an OFDMA system depends on the considebathaunelization
mode and could vary from DL to UL. In this section, we present the spatiits related to band
AMC subchannelization. In the latter mode, the basic allocation unit in DL andsWalled a
bin. One bin, as shown in Figure 1.3, corresponds to nine contiguowsusidss, one pilot and
eight data subcarriers, within an OFDMA symbol. A group of four adjabars in the frequency
domain is called a physical band, and a grouping of physical bands ®iogical band. The
smallest time-frequency resource that can be allocated is called a "slotoamsponds to six
contiguous bins within the same logical band. Thus, as illustrated in Figure %I8t consists
of one bin over six symbols, two bins over three symbols, or three bins bgymbols. It could
also correspond to a default type formed by six contiguous bins enurderat®llows: starting
from the lowest bin in the first symbol to the last bin in the next symbol. Thisnemation is also
applied for the other three types, as shown in Figure 1.3. In all casgssks consists of 48 data
subcarriers within a subchannel.

1.3.3.3 OFDMA frame structuring

In contrast to OFDM, a second dimension corresponding to subcari@tsoduced in OFDMA.
Nevertheless, the frame structures in OFDM and OFDMA are quite similar.rd-ip@ shows
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Figure 1.2: Example of OFDMA frame in TDD

an example of an OFDMA frame structure in TDD mode. The frame is dividedairidd. sub-
frame and an UL subframe. The DL subframe starts with a preamble followed?4d-bit FCH
containing the DLFP which specifies the length and the repetition coding aséaef DL-MAP
message. Then the DL-MAP and UL-MAP messages are broadcast. ifidlegie the duration
and the profiles of the downlink and uplink bursts, respectively. In additicthe data regions
allocated for the users, the UL subframe consists of portions resarwvedrftention-based access.
These portions are mainly used for bandwidth requests, initial, periodibamdbver ranging or
to give the MSs the opportunity to acknowledge (ACK/NACK) DL transmissidPart of these
contention-access slots might be used by the BS to allocate a channel gdatityation channel
(CQICH) for the MSs to transmit periodic CINR reports. Like in OFDM, a Ta@® RTG gaps
are inserted between the DL and UL subframes and at the end of the flamwag the BS to
switch from transmitting to receiving mode and vice-versa.

1.4 An overview of WIMAX MAC

1.4.1 A connection-oriented MAC

In addition to the physical layer, the standard defines a connectionedidhAC layer where

all the data transmissions occur within the context of a unidirectional transmonection. Each
connection, identified by a unique 16-bit connection ID (CID), is asseditp a service flow (SF)
whose characteristics provide the QoS requirements to apply for the prolata units (PDUS)

exchanged on that connection. In addition to transport connectiornisatied to data transmis-
sions, each SS is assigned at the initialization two pairs of management tonsgbasic con-
nections (DL and UL) and primary management connection (DL and ULgtional third pair

of secondary management connections might also be established. Thétbese three pairs
of connections reflects the three different levels of QoS associated thftheent management
messages exchanged between the BS and the SS:

e Basic connection: used to transfer short and time-critical MAC managamesgages such
as the messages reporting the channel measurements (REP-REQ aRSREP-

e Primary management connection: used to transfer longer and more diel@nrtanessages
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Figure 1.3: Slot structure in Band AMC Permutation

like those used to create a new service flow e.g. dynamic service additioestg@SA-

REQ).

e Secondary management connection: this third pair is required only forgedrdSs and
is used to trasfer delay-tolerant, standard-based messages e.g. dinatrdonfiguration
protocol (DHCP), simple network management protocol (SNMP) messages

1.4.2 IEEE 802.16 protocol stack

Figure 1.4 illustrates the IEEE 802.16 standard reference model for thgldame. As shown in
this figure, the MAC layer specified by the standard consists of threeymibla

e a service-specific convergence sublayer (CS): the receiving C&ptscthe MAC SDUs
from the peer MAC SAP (service access point) and delivers them to ther dgyers. At
the transmitting entity, the CS is responsible for delivering, to the MAC SAP, piperu
layer PDUs received through the CS SAP. A classification processfaped at this level,
based on a set of protocol-specific matching criteria, in order to asstuotatetwork SDUs
to the proper MAC service flow identifier (SFID). This process facilitatesNFAC SDUs
delivery with the appropriate QoS constraints. The CS sublayer may alsdénadditional
functions such as payload header suppression (PHS).

e a MAC common part sublayer (CPS) providing the core functionality of theCMayer:
network-entry process, connection establishment and maintenantel @ signalling,
bandwidth allocation, and QoS support.
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Figure 1.4: IEEE Std 802.16 Data Plane Protocol Reference Model

e a seperate security sublayer providing authentication and privacy tcaltBprtecting the
operators from theft of service. This is performed through the usg ah(encapsulation
protocol for securing packet data across the BWA network and (iiyarlenagement pro-
tocol (PKM) securing the securing data from the BS to the MS.

1.4.3 MAC PDUs formats, construction and transmission

As shown in Figure 1.1, the basic structure of a MAC PDU consists of ait4g@ebheric MAC
header, optionally followed by a payload and a CRC field. The use of CRtaislatory for both
OFDM and OFDMA PHYs. For DL traffic, only the generic MAC header idimed whereas
for UL, the standard defines two types of headers. The first one iseherig header whose
format is shown in Figure 1.5(a). It begins each MAC PDU containing eeAC management
message or CS data. In this header format, the header type (HT) fieldts GefThe second
header format, where HT is set to 1, is a signalling header that is not falbwany MAC PDU
payload or CRC. This second type is dedicated to the transfer of shoatlgig information such
as bandwidth request or feedback information (e.g. the UL Tx Powertrbpader and the CINR
report header) which does not require the overhead associatedaidoag [38]. Figure 1.5 (b)
shows an example of this signalling header used for bandwidth requesBR field in this header
refers to the number of UL bytes requested by the SS and should be muggpef the MCS in
use. More details about the use of the bandwidth request header wiNédre ig Section 3.1.3
when we introduce the bandwidth request mechanisms proposed by tBeSHEB02.16.

In the MAC PDU, with the generic MAC header, there exist differentipBitd subheaders like
the fragmentation, or the grant management (GM) subheader and e8®pPesubheader which
is the packing subheader. Packing and fragmentation, along with thetenatian techniques are
used by the MAC protocol to enhance the efficiency of the air interfackedd, a long MAC SDU
(or long MAC managmenement message) may be divided into multiple MAC PDUshaltigle
MAC SDUs (or MAC management messages) may be combined into a single P¥if Ietingths
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Figure 1.5: IEEE 802.16 MAC Headers Formats

are short. The former process is called "fragmentation” and the lattekifyggc The process of
combining multiple PDUs into a single burst like we have seen in Section 1.3.2 vasenilning
the OFDM TDD frame format is called "concatenation”.

1.5 Conclusion

This chapter is aimed at providing an overview of the main features suppbytd®HY and
MAC layers specified by the IEEE 802.16 standard. Therefore, we fiest gone through the
standardization process of the IEEE 802.16 family of standards. Themawe described both
WirelessMAN-OFDM and WirelessMAN-OFDMA air interfaces targeted iy BEE Std 802.16,
the frequency bands for which they have been specified as well aztiesponding frame for-
mats. An overview of the PHY layer has been provided in this chapter withtiaylar insight into
the adaptive modulation and coding capability supported by WiMAX. As foiQMayer, only the
core functionality, necessary to the understanding of the performamtgcarried out in Chapter
2, was described in this chapter. All the features related to QoS suppdA@ level will be
further discussed in Chapter 3. Indeed, because there are so nrargptdto be introduced in
this context, we have preferred to dedicate a whole chapter to this purpose
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1. AN OVERVIEW OF WIMAX
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Chapter 2

Performance Analysis of OFDM-based
WIMAX Networks

In this chapter, we evaluate the performance bounds of WIMAX systeney wlifterent physical
and MAC parameters settings. The saturation throughput that can Ihedda@02.16 networks is
investigated through several scenarios in which we vary for instandeatine duration, the chan-
nel bandwidth, and the modulation and coding scheme (MCS) in use. Antiaahfyamework
was developed based on technical properties and system profileBespby the IEEE 802.16
standard for systems using the WirelessMAN-OFDM air interface. Thardutaesults outline
the importance of considering the MAC and physical overhead whenagirajuthe performance
of 802.16 networks. They also highlight the impact of packing and fragmtien techniques,
proposed by IEEE 802.16 standard, on the MAC performance andtsleainade-off to make be-
tween decreasing the channel bandwidth and increasing the resultingtisatthroughput. The
remainder of this chapter is structured as follows. An analytical framewsammkidering technical
properties of WirelessMAN-OFDM PHY variant is developed in Section Zie performance
evaluation study is detailed in Section 2.2. Section 2.3 concludes the chapigtlibing the main
obtained results.

2.1 Analytical framework

In this section, we first need to detail some technical features related tte®¥ékAN-OFDM
PHY and that were not mentioned in Chapter 1. Secondly we carry outaytigal study of the
OFDM PHY frame structure described in Section 1.2. This study is aimed iaigganalytical
expressions of the saturation throughput that may be reached in 8@2vidrks while taking into
account the MAC and PHY overhead. As mentioned in Section 1.2, WirelsSs®FDM PHY
is designed for frequencies below 11 GHz where LOS is not neceardrwhere multipath may
be significant. To collect multipath, a cyclic prefix (CP) is used. As depict&iguare 2.1(a), this
prefix corresponds to a copy of the |d%tof the useful symbol tim&;, of an OFDM symboll,,,, .
The OFDM symbol transmission time is then expressed as folldws, = 7'y + T}, where the
guard timeTy is given by:T, = g * T',. g corresponds to the ratio of CP time to useful time. The
possible values of are: 1/4, 1/8, 1/16, and 1/32 [2].

As for the frequency domain structure, an OFDM symbol, described hyr&i@.1.b, is com-
posed of data subcarriers (for data transmission), pilot subcarfegregtimation purposes) and
null subcarriers such as guard subcarriers. The total number casidrs corresponds to the fast
Fourier transform (FFT) siz& f¢,. According to [2],N s, = 256. Let BW, n andF; denote the
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Figure 2.1: OFDM Symbol structure

nominal channel bandwidth, the sampling factor and the sampling frequesspectively. The
sampling frequency corresponds #6; = n « BW. The value of the sampling factardepends
on the channel bandwidtBIV as it is illustrated by Table 2.1. The possible valueBd¥ cor-
respond to those specified in the system profiles proposed by the IEEEG8&tandard [2] for
systems operating with the WirelessMAN-OFDM air interface. As shown iheT24,, five PHY
profiles are specified for these systems, each corresponding toretbandwidth. Suppose that
Af stands for the subcarrier spacing, theh;f = F,/N s and the useful time is given by:
Ty,=1/ A f.

For a given system configuratioB{}” andg fixed), the duration of an OFDM symbol is fixed.
However, in terms of data, the number of information bits per OFDM symb@saepending on
the modulation and coding scheme (MCS) in use. Indeed, if the selected BKCSdonstellation
size M with efficiencyk;cs = Log2(M ) and a coding rat€’' R ;¢ s the number of information
bits per symbol is computed as follows.

NPYE = Nuata—sub % knics X CRyrcs — 8 (2.2)
where:

® Nyuta—sup Stands for the number of data subcarrie¥g g, sup = 192).

e The "-8" refers to the 0x00 tail byte at the end of each OFDM symbol.

For 16-QAM 3/4, for instanceNy%e/ o, = 192 4% 3/4 — 8 = 568.

Let us consider the OFDM PHY structure illustrated in Figure 2.2. First wedon fixed-size
fields/intervals. Therefore let us consider the following parameters:

o T'rrame- duration of a time frame (in seconds).

e T,,: time duration (in seconds), still available in the frame. Initially, we ha¥g; =
Tframe-
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System Profilel Channel Bandwidthl Sampling factor
Identifier BW (MHz) n
profP3_1.75 1.75 8/7
profP3_3 3 86/75
profP3_3.5 35 8/7
profP3_5.5 55 316/275
profP3_7 7 8/7

Table 2.1: WirelessMAN-OFDM System Profiles

‘ Frame i-1 ‘ Frame i ‘ Frame i+1 ‘ Frame i+2
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Figure 2.2: OFDM Frame Structure with TDD

e Tyy,m: duration of an OFDM symbol (in seconds).

. Téﬁ?ﬂg): duration of a short preamble (in second@ﬁﬁ?jﬁf) = Toym [1].

o T\'279): duration of a long preambl@;iiond) = 2 « Ty, [1].

e T}, duration of a transmit/receive transmission gap (in seconds).

e T, duration of a receive/transmit transmission gap (in seconds).

e Ty duration of the DLFP (in seconds). [1] specifies thaty, = Tiym.-

. S((,;Zg)andséf,’;’): size (in OFDM symbols) of a ranging and bandwidth request opportunity,
respectively.

o N9 and NS2%): number of ranging and bandwidth request opportunities during the con-
tention interval, respectively.

. T(E;;}g) and Téﬁé”): duration (in seconds) of a contention ranging and bandwidth request
interval, respectively, expressed as follows:

T = N{m9) s §(rmo) s T, (2.2)
bw bw bw
Tiw) = N s SO0 Ty (2.3)

Note that all the above-cited parameters are multiple§,f,, so we can deduct their respec-
tive durations fronil,, sinceT,, should always be kept as an integer number of OFDM symbol
duration.
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l
Tav = Tframe - (Tz()rogzz)n + lefp + Tttg

+ T+ T + Ty

Recall that the first DL burst contains the broadcast MAC control ngessaDCD, UCD,
DL-MAP, and UL-MAP. The sizes of these messages depend on the nuwhlid/UL burst
profiles described in the DCD/UCD messages, and on the number of DL/&/kfdé&cified in the
DL-MAP/UL-MAP messages, respectively. However since we are istedein the performance
bounds of 802.16 systems, we will consider only one SS and oheVBSalso assume that the SS
sends continuously to the BS and does not receive any data from it. It dst@mpto mention that
a descriptor should be included into DCD message for each DIUC used DLHMAP except
those associated with Gap, End of Map and Extended IEs. Thus sinceswmea that no data
is transmitted on the downlink, only one DL burst profile is needed to desttrdbgansmission
properties of the first DL burst carrying MAC management messagesforAhe UL, a burst
descriptor shall be included into the UCD message for each UIUC that is tiedxkin the UL-
MAP. Yet, in addition to the end of map IE and to the data grant IE that will spéee amount of
bandwidth granted to the SS, an initial ranging IE, and a request |E shewpecified in the UL-
MAP message to draw the limits of the initial ranging and bandwidth requestrtanténtervals.
In our case, these two intervals will be reserved to the single SS belongihg tetwork. Each
of these four IEs will be associated to an UIUC.

Based on the above considerations, let us define the following parameters

(2.4)

e S,.q: Size (in bytes) of a DCD message specifying one DL burst profile.
e S,cq. Size (in bytes) of a UCD message specifying four UL burst profiles.

o Samap- Size (in bytes) of a DL-MAP message that does not specify any bucstrrigssponds
to the minimum size of a DL-MAP—containing only an end of map IE. Since we balye
one DL burst, its limits are specified in the DLFP.

e Sumap. Size (in bytes) of an UL-MAP message containing four IEs—data graitialin
ranging, request, and end of map IE.

These sizes are computed with respect to the type-length-value (TL'@iegcform specified
by the standard [1]. They include the MAC overhead (generic heatkICRC field). Since
DCD, UCD and DL-MAP messages are sent periodicallySletdg.q, Send,cq, andSendgimap
denote three boolean variables indicating whether a DCD, an UCD or a BR-Message will
be sent in the current” frame, respectively. These parameters are set to 1 each time the timers
associated to the following intervals expire: DCD Interval, UCD Interval hast DL-MAP
Interval, respectively. As for UL-MAP message, it must necessarilt @xeach frame.

To compute the length of the first DL burst, we should take into account tesilplity of
padding since every burst should consist of an integer number of Offphbols. This rule is
to be respected each time a burst size is updated. Given aibanst its modulation and coding
scheme, the number of padding bits is computed such that:

Lyst[k] + Lpaalk]
Loym[K]

=n; neN and Lpglk] < Leym[K] (2.5)

where:

LJust a few modifications are needed to adapt the analytical study to egemeal case involving many SSs with
different DIUC/UIUC.
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e L, [k] is the number of bits transmitted in buksfpayload, MAC, and Physical overhead)
except the padding bits.

o L,qq[k] is the number of padding bits sent in bukst

e Lg,m|k] is the number of bits per OFDM symbol for the bukst

Applying (2.5) to the first burst characterized Wy, [1], Lyqq[1], and Ly, [1], we obtain:

Lyst[1] = (S endgeq * Saca +  Sendycq * Sucd

(2.6)
+ Senddlmap * Sdlmap + Sulmap) * 8

and Ly,q[1] = compute_pad (Lgym[1], Lpst[1]); Where compute_pad() is a function that
returns the number of padding bits necessary for a ldugsten its length and its number of bits
per OFDM symbol:

compute_pad (Lsym[k]a Lbst[k]) = Lsym[k] - (Lbst[k]%Lsym[k]) (27)
OnceLy[1] andL,qq[1] are computed, the available time is updated as follows:

Lbst[l} + Lpad[l]

Tow = Toy —
av av Lsym[l]

* Tsym (28)

Referring to Figure 2.2, note that all the durations corresponding to MAGagement mes-
sages, contention intervals, gaps and preambles were considered inotleestudy. A short
preamble duratioﬂ“,ﬁi?fﬁf)—necessary for SS PHY synchronization—should nevertheless be sub
tracted from the remaining frame duration to get the whole duration availabtiafa transmis-
sion: T,y = Ty — T,S,%Qg:,?.

Recall that our main objective is to determine the performance bounds & 80E.16 sys-
tems. Therefore it is interesting to compute the maximum number of PSS that may be
transmitted by the SS during the available time. This parameter depends on #ideced size
of the MAC SDU (S,,:), on the modulation and coding scheme used for the UIUC in addition to
other PHY parameters like the channel bandwibt and the frame duratiofy,. ..

maac(S i ) — (Tav/TSym) * Lsym[k]
P (ngh + Spkt + Scrc) * 8

pdu (29)

As can be seen in (2.9), the MAC overhead corresponding to the CRGifidltb the MAC
generic header and resulting from the transmission of each MAC PDUakee into account.
Based on (2.9), the maximum MAC goodput—corresponding to the maximumdBghput (in
bps)—that can be reached in such a configuration of 802.16 netvaark$e derived as follows:

NI (Spit) * Sprt * 8
Thputmaa:(spk ) _ " pdu (;;9 Pkt (2.10)
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parameter's name | parameter’s value
g 1/4
Titg 2+ Tsym
Thg 2% Toym
N 1
SSrma) 3 OFDM symbols
N 1
Sh) 1 OFDM symbol
Nai vp 1
Nul_bp 4
Ndlmap_ie 1
Nulmap_ie 4

Table 2.2: Physical and MAC parameters

2.2 Performance evaluation

As mentioned before, the main parameter investigated in our study is the satuhatoghput.
The saturation throughput is defined as the highest data rate that cadtlibeed in the medium.
This metric is very important in wireless networks and provides an absolute fithie @mount of
data packets that could be successfully sent in the channel. The vahessaturation throughput
depends on the overhead induced by the medium access control methinésparameters used
in this section are given in Table 2.2Ny v,, Nui_tp» Naimap_ier @Nd Nyimap ie Stand for the
number of DL burst profiles, UL burst profiles, DL-MAP IEs, and MMAP IEs, respectively.
Other parameters such as the channel bandwidth, the frame duratictmead€S will be fixed
according to the objective of each scenario. The effect of thesengteas on MAC efficiency is
investigated in several scenarios.

2.2.1 Effect of the frame duration and the MCS

To show the impact of the frame duration and the modulation and coding schethe &MAC
goodput—which also corresponds to the IP throughput—we considerds@eos. In the first
one, we set the frame duration to 20 ms and compute the resulting IP thraughplifferent
modulation and coding schemes. In the second one, we fix the modulatiorodimg) sccheme
to 64-QAM 3/4 and compute the resulting IP throughput for different fralmetions. In both
scenarios, the channel bandwid8il is set to 7 MHz. Figures 2.3(a) and 2.3(b) depict the IP
throughput variation, as a function of MAC SDU size, for scenario 1soahario 2, respectively.
As expected, the IP throughput increases with the frame duration asishdvigure 2.3(b)
and, as depicted in Figure 2.3(a), the less robust is the burst profileigier is the obtained IP
throughput. It is interesting to see that for all the modulation and codingreeheonsidered in
the first scenario, the maximum throughput is reached for nearly the sacketsize (more than
100 bytes) and it remains almost the same. However, as can be seen i Eigflm), a higher
fluctuation on MAC goodput can be observed when the frame duratiorsetter. Indeed for a
frame duration of 5 ms, the IP throughput fluctuates from almost 9 Mbps te than 12 Mbps,
depending on the packet size; and the bigger is the MAC SDU size, therliggihe fluctuation.
This may be explained by the fact that since the fragmentation capability idetisaibthese first
scenarios, the possibility that a big packet cannot be transmitted is more like§ppen when
the frame duration is short which increases the resulting throughput. Natéhthmaximum IP
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throughput (19.275 Mbps) obtained for a frame duration of 20 ms ar@/AM-3/4 as modulation
and coding scheme, corresponds to the saturation throughput of thele@d systems since it
uses the biggest channel bandwidth (7 MHz) specified by the systditepmaf the IEEE 802.16
standard, the longest possible value of frame duration (20 ms) and thesfficisint modulation
and coding scheme (64-QAM 3/4).

We are still investigating the effect of the frame duration and the MCS on M&@pmances.
However, in this case, we are more interested on how the whole frame is wed are the
respective proportions—in terms of time—of payload and overhead aatwduld be the amount
of wasted bandwidth in absence of fragmentation. Therefore we intedshaparameters which
are the overhead and the wasted time. The overhead (in terms of time) is cdraptitdlows:

Ovhdmam(spkt) = Tframe — Toy
+ N™2(S ) % (Sgmi + Sere) * 8
( pd ( D t) ( g ) (211)
+ compute_pad (Lgym[k], Lbst[k]))
/ Loym[k] * Tsym

whereT,, corresponds to the last value of available time. The overhead corgsguen to the
ratio of time—of the frame duration—used for gaps, preambles, contentiomaigeand manage-
ment messages transmission. It also includes the MAC overhead resultingife transmission
of the maximum number of PDUs and the necessary padding. The wasted timspomds then
to the remaining of the frame duration, after omitting the overhead (2.11) antihrtbeneeded

for the transmission of the maximum number of PDUs (2.9). These threentimyoof the time

frame are illustrated in Figures 2.4(a) and 2.4(b) for three valu@$,qf,..: 5 ms, 10 ms, and 20
ms. What makes the difference between these two figures is that in Fig(ag 2vé suppose that
the SS uses QPSK 1/2 MCS while in 2.4(b), the use of 64-QAM 3/4 is assumed.

Figure 2.4(a) shows that the longer is the frame, the bigger is the propofttone reserved
for payload transmission and the smaller are the proportions of overineladasted time. It is
worth mentioning that the overhead may constitutes more than 90% of the frana@oduor
packets of less than 400 bytes; and this is more likely to happen since alnd6sifibe packets
of the Internet traffic are smaller than 522 bytes and nearly half of theepmare 40 to 44 bytes in
length. In the case of 5 ms frame duration, even for bigger MAC SDUs tbhead may reach
more than 40% of the total frame size.

Now let us compare two frame compositions corresponding to the same framiedbut
using two different modulations. If we consider for instance a frametduraf 5 ms in both
cases (Figure 2.4(a) and 2.4(b)), we observe that the ratio of aeihereases when using 64-
QAM 3/4. This may be explained as follows. Using a less robust modulatiofQ@ad 3/4)
implies a bigger number of bits per OFDM symbol which offers the possibilityeafling more
MAC PDUs but also more MAC headers and CRC fields. It also implies thakplitysof more
padding bits when necessary, in other words more overhead. HoWwaviglg bigger proportion
of overhead—in terms of time—does not mean necessarily a decreaseilbifig|P throughput
since for the same duration, more data can be sent when using 64-QAMas/Avtien using
QPSK 1/2, as we have seen in Figure 2.3(b). Also when comparing Figt(a 2nd 2.4(b), we
notice that the ratio of wasted time decreases in the case of 64-QAM 3/4, dbirkases the
effect of absence of fragmentation. Indeed having the possibility afisgmore data within the
same duration increases the chance of sending even big MAC PDUs arghifieg bandwidth.
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2.2.2 Effect of the channel bandwidth

Recall that in previous scenarios, the channel bandwidth was fixed téiz. Mhe scenarios
considered in this section are aimed at showing the effect of the chaandivxth on MAC
goodput, therefore we will consider different values of channetiagdth which implies different
values of sampling factor (see Table 2.1) and consequently differeatioius of an OFDM symbol
as we have seen in Section 2.1. However, we are more interested hewduatieng the MAC
efficiency than in knowing the corresponding value of IP throughpute MIAC efficiency is
defined as the percentage ratio between the MAC goodput (corresgdodhe transmission of
the MAC payload) and the physical rate.

Figure 2.5(a) and 2.5(b) depict the MAC efficiency as a function of theCMBDU size for
three values of channel bandwidth: 3, 5.5, and 7 MHz. Note that edghl garresponds to one
of the PHY systems profiles specified by the IEEE 802.16 standard aodedpn Table 2.1. The
results presented in both figures are obtained for a frame duration of 168lowgever in Figure
2.5(a), QPSK 1/2 is used while in 2.5(b) the modulation and coding schemeas&ZeQAM 3/4.

Comparing the two figures, we observe that the obtained curves fluctlaetevaen using
QPSK 1/2, and the larger is the bandwidth channel, the less visible is the flantuahis effect
is similar to the one observed when varying the frame duration in 2.3(b) betithe more dis-
cernible. In Figure 2.5(a), we see that for a channel bandwidth of 3,M#ching a certain value
of MAC SDU size (almost 1600 bytes), packet transmission is no longesilgesvith a frame
duration of 10 ms. This is due not only to the shortness of channel batidarnd frame duration
but also to the absence of fragmentation. The two other curves conedisgao a channel size
of 5.5 and 7 MHz, respectively exhibit almost the same behavior. Indeigd MAC SDUs of
more than 100 bytes, the MAC efficiency for 5.5 MHz fluctuates betweerb4a.@nd 80.84 %
while for 7 MHz it varies between 56.5 % and 84.7 %. With a modulation and castihgme
of 64-QAM 3/4, the same behavior is observed since MAC efficiency fiietubetween 64.16 %
and 73.29 % for a channel bandwidth of 5.5 MHz while it is between 71.66&«&rv9 % for a
channel bandwidth of 7MHz. The conclusion that may be derived frégrighthat the use of more
than 20 % of extra bandwidth in the case of a channel size of 7 MHz daeésply a considerable
improvement on MAC efficiency.

2.2.3 Impact of fragmentation and packing

Till now, the observed MAC performances were obtained when fragmentand packing were
disabled. However, we are interested in seeing how we could take agearftthese techniques,
offered by the IEEE 802.16 standard [1], to improve the MAC efficierféyr this purpose, we
consider the same plot shown in Figure 2.4(a) for a frame duration of 1®etall that this plot
was obtained when both fragmentation and packing were deactivatede prdhosed scenario,
we keep the same frame duration and MCS i.e. 10 ms and QPSK 1/2, redgective

As fragmentation and packing are mutually exclusive [1], we first actipatking and pro-
hibit fragmentation (see Figure 2.7). Note that we consider the fixed-levigth SDUs variant
of packing since the MAC SDUs have the same size. Comparing the progodfosverhead
obtained when packing is activated and when not (Figure 2.7), we no&itpdlking has almost
no impact on wasted ratio however it considerably increases the throughpn the MAC SDUs
are small. This may be explained by the fact that when packing fixed-length SDUs, only
one packing subheader is needed for the whole MAC PDU what desreassiderably the result-
ing overhead particularly for small MAC SDUs (less than 400 bytes).dddestead of having a
MAC header and a CRC field for each MAC SDU, we need only one geMAC header, one
CRC field, and a single packing subheader for all the MAC SDUs transmittiéalda time frame.
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Still referring to Figure 2.7, we are interested in seeing the impact of fragtiem on the frame
composition. Comparing the case where packing and fragmentation arkeditatvhen the latter
is enabled, we notice that the unused proportion of bandwidth is useddasene data and, of
course, the resulting overhead. However the improvement of IP thpoigg hardly discernible
even though we are considering the optimal fragmentation case i.e. whdragheent size is
adapted to the unused bandwidth. In Figure 2.6, we combine the variatitraohel bandwidth
along with the frame duration with 64-QAM 3/4 as modulation and coding scherigeinterest-
ing to note that all the curves have almost the same behavior. As expeetéatgir is the channel
and frame sizes, the higher is the MAC efficiency.

2.3 Conclusion

In this chapter, an original analytical framework was developed to inagstithe performance
bounds of OFDM-based 802.16 systems. This analytical framework avaed out with respect
to what have been specified in the IEEE 802.16 standard [1]. It outlimesrdoer of key fea-
tures proposed by the standard and that have been hardly addiregsedious research works.
Based on this framework, several scenarios were considered t@tv#he performance bounds
of 802.16 systems under different MAC and PHY settings. The obtairsedtsehighlight the im-
portance of considering the MAC and PHY overhead when evaluatingettiermance of IEEE
802.16 systems. Indeed this overhead, that is usually ignored or roegtitgated in most re-
search works related to WiIMAX resource allocation, may constitute 80 % ofvtitde frame.
Also we have shown that using a larger bandwidth channel may yield minimabuamrents on
MAC performances. Also when investigating fragmentation and packing ingoaRtAC perfor-
mance, we have shown that packing may considerably improve the resuitogliput especially
for traffic carrying fixed-size packets.
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Chapter 3

QoS Support in WIMAX Networks

The IEEE 802.16 standard defines a connection-oriented MAC prdtuetdk designed to accom-
modate a variety of applications with different QoS requirements. Nevesthedeveral issues
mainly related to resource allocation, have been left open. The main objettitis chapter is
to provide a better understanding of the supported and missing featurasue €)oS support
in IEEE 802.16 networks. Therefore, we describe in Section 3.1 the maireets specified by
the IEEE 802.16 standard to provide QoS for heterogeneous classedfiof In Section 3.2,
we propose a QoS architecture for WiMAX networks. The proposeliteature is intended to
be a generic framework which incorporates what we consider as kapaments to answer the
QoS needs of the different categories of applications addressed lyikieX technology. Sec-
tion 3.3 is dedicated to scheduling and admission control issues. More salgifive point out,
through this section, the main challenges faced when designing a scheahuifog CAC solution
for WIMAX networks. Section 3.4 concludes the chapter.

3.1 QoS support in WIMAX networks

3.1.1 Service flows management and QoS requirements

The standard defines a connection-oriented MAC protocol where athihemissions occur within

the context of a unidirectional connection. Each connection, identifiedunjque Connection 1D

(CID), is associated to an admitted or active service flow (SF) whosactesistics provide the

QoS requirements to apply for the protocol data units (PDUs) exchamgibédtoconnection. In or-

der to facilitate the MAC service data units (SDUs) delivery with the apprtgp@aS constraints,

the IEEE 802.16 Standard defines a classification process by which aSIDACis mapped to

the associated connection and so to the SF corresponding to that connddi® classification

procedure is performed at the service-specific convergence sul§a$) by classifiers consisting
of a set of protocol-specific matching criteria (c.f. Section 1.4.2).

There are three types of service flows: (a) provisioned service flowshich the QoS pa-
rameters are provisioned for example by the network management sys)emanglited service
flows for which resources—mainly bandwidth—are reserved and (t)eagervice flows which
are activated to carry traffic using resources actually provided. Baolice flow is uniquely
identified by a service flow identifier (SFID). Service flows may be dynalilgicaanaged. They
may be created, changed or deleted using Dynamic Service Addition (Z&ALhange (DSC),
and DS Delete (DSD) MAC management messages, respectively. Thesdiops could be ini-
tiated either by the BS (mandatory capability) or by the SS (optional capabikiglures 3.1(a)
and 3.1(b) illustrate the two cases for the creation of a SF. Within these tuea/dys hand-
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shakes, a Dynamic Service Addition Request (DSA-REQ), a DSA Resp@SA-RSP), and a
DSA Acknowledgement (DSA-ACK) messages are exchanged betwed@&land the SS. When
the transaction (addition of a SF) is initiated by the SS, the BS transmits an extsagad3SA
Received (DSA-RVD) informing the SS that the DSA-REQ has beenvedeind is being treated
by the BS. The DSA-REQ includes:

e a Transaction ID, assigned by the sender, that uniquely identifies trenttnansaction.

e a set of service flow parameters specifying the flow’s traffic chariatitey and scheduling
requirements.

e a SFID if the SF creation is initiated by the BS. In this case, the DSA-REQ maynalsale
a CID when the SF is admitted.

The DSA-RSP transmitted in response to a DSA-REQ indicates the acceptaegection of the
SF. A specific parameter called confirmation code (CC) specifies whetBEreas accepted or
not and the cause of the rejection (e.g. CC = 0 indicates an OK/success,30ddicates the
absence of sufficient resources to admit the SF [37]). If the DSA-R8Rdes a newly assigned
CID, it should also contain the complete set of QoS parameters. This séfiespéor instance:

e the minimum reserved traffic rate: expressed in bits per second, this pgaranuicates
the minimum rate reserved for the service flow. When omitted, a default vdlOei
considered.

e the maximum sustained traffic rate: expressed in bits per second, it défnpsak infor-
mation rate for the service.

e the maximum latency: it defines the maximum interval between the entry of atgEdke
CS of the BS or the SS and the forwarding of the SDU to its Air Interfacepdtiied, the
BS or SS is committed to guarantee it. Nevertheless, a BS or SS does not haset tihis
service commitment for service flows that exceed their minimum reserved rate.

e the SDU size parameter: this parameter specifies the length of the SDU fedddixgth
SDU SF.

Instead of explicitly specifying the whole set of QoS parameters chaiantgthe SF, a flow can
be created by specifying a service class name that identifies a set of @Sparameters. The
concept of a service class is an optional capability and may be implementexi BStht allows
higher layers to instantiate a service only by specifying its service class. n&areexample,
telephony signaling may direct the SS to instantiate any available provisiongcksiow of class
"G711" [37].

3.1.2 Scheduling service types

Depending on the service to be tailored to each user application, a speh#iduing service is

attributed to handle the flow. Based on that, a specific set of QoS pararsieterd be specified

when creating a new service flow (like it is shown in Table3.1). Uplink floasédwver are associ-
ated, in addition to a scheduling service, to one of these request/granidicly types: unsolicited

grant service (UGS), real-time polling service (rtPS), extended real-totiegservice (ertPS)—

introduced by the IEEE 802.16e-2005 standard [2], non-real-time paléngce (nrtPS), and best
effort (BE). Each scheduling service is designed to meet the QoS eaqgiits of a specific ap-
plications category. More details about each request/grant schedutie@tg given in the next
paragraphs.
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Figure 3.1: Dynamic Service Addition

e UGS is designed to support real-time applications that generate fixed-size atMetp at
periodic intervals, such as T1/E1 and voice over IP (MolP) without vaat#&ity detection
(VAD). The mandatory service flow QoS parameters for UGS servicdisiesl in Table
3.1. This table summarizes, according to the scheduling service type, thpapm8eters
that must be specified when establishing a new service flow. UGS conmenguer request
bandwidth. The amount of bandwidth to allocate to such connections is cairiputiee BS
based on the minimum reserved traffic rate defined in the service flow afahaection.

e tPS is designed to support real-time applications that generate variable-s&zpatkets
at periodic intervals, such as moving pictures expert group (MPEGDvidinlike UGS

connections, rtPS connections must inform the BS of their bandwidth esgeirts. There-
fore the BS must periodically allocate bandwidth for rtPS connections sgadhjiffor the

purpose of requesting bandwidth. This corresponds to the polling bdtidvequest mech-
anism. This mechanism exists in three variants: unicast polling, multicast pafichigraad-

cast polling. Only unicast polling can be used for rtPS connections.

e Extended rtPSis a new scheduling service introduced by the IEEE 802.16e-2005 stinda

[2] to support real-time service flows that generate variable size dakefsaan a periodic
basis, such as Voice over IP services with silence suppression. Lik&#) the BS shall
provide unicast grants in an unsolicited manner which saves the latendyaoidavidth re-

guest. However, unlike UGS allocations that are fixed in size, ertPS allosatie dynamic
like in rtPS. By default, the size of allocations corresponds to the curadum wf Maximum

Sustained Traffic Rate at the connection. The SS however may retpaesficg the size of
the UL allocation.

e nrtPS is designed to support delay-tolerant applications such as FTP for awmghimum
amount of bandwidth is required. The polling mechanism can be applied t8 nafhec-
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Traffic/Applications real-time, fixed-rate| real-time, variable| real-time, variable| requiring guaranteed No rate or
Characteristics data, Fixed/Variable| bit rates, requiring| bit rates, requiring| data rate, insensitive delay
length PDUs guaranteed data| guaranteed data to delays requirement
rate and delay rate and delay
Downlink (DL)/ Uplink (UL) DL uL DL uL DL uL DL uL DL | UL
Maximum Sustained i i Vv Vv Vv Vv Vv v Vv v
Traffic Rate
Minimum Reserved i i Vv Vv Vv Vv Vv Vv N
Traffic Rate
Maximum Latency v v v v v v — _ |
Tolerated Jitter Vv v Vv Vv _ _ _ _ S
Request/Transmission Vv v v Vv Vv Vv v v v v
Policy
Traffic Priority - _ v Vv v v v v |
Request/Grant . Vv _ Vv _ v . N4 | Vv
Scheduling Type (UGS) (ertPS) (rtPS) (nrtPS) (BE)
Unsolicited _ V4 . Vv _ _ _ _ |
Grant Interval
Unsolicited - - _ _ _ v _ _ | —
Polling Interval
SDU Size(If fixed length SDU) | +/ Vv . _ _ _ _ __ — | —
Example of application T1/E1, VoIP \oIP MPEG video FTP HTTP,
without VAD with VAD SMTP

Table 3.1: Mandatory QoS parameters for each scheduling service

tions. However, unlike for rtPS, nrtPS connections are not necespaligd individually—
multicast and broadcast polling are possible—and the polling must be regotiarecessar-
ily periodic.

e BE is designed for applications that do not have any specific bandwidth or tedaire-
ment, such as HTTP and SMTP. For BE connections, all forms of pollingléoered in
order to request bandwidth.

The QoS parameters that must be specified when establishing a new fewiaee listed in
Table 3.1. The value of the Request/Transmission (Rx/Tx) Policy paranfédes the possibility
to specify options for PDU formation. It might define for instance a restriatio packing and
fragmentation capabilities as well as attributes affecting the bandwidth tegpes.

3.1.3 Bandwidth allocation and request mechanisms

Except for UGS connections that receive the bandwidth in an unsolicitadenahe MS needs to
inform the BS of its uplink requirements. To do so, a set of mechanisms isgedby the IEEE
802.16 standard.

e Polling To poll an SS, the BS allocates enough bandwidth to send a bandwidtist¢gRe.
This bandwidth request opportunity is specified in the UL-MAP througlyaest informa-
tion element (IE). There exist several forms of polling: unicast pollirdfd(essed to the
basic CID of an SS), multicast polling, group polling and broadcast pollNeyertheless,
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the use of the one or the other of these forms of polling is restricted by tleelglohg ser-
vice type of the considered connection. For ertPS and rtPS, only upigltieg is allowed.
For nrtPS and BE, all forms of polling are possible.

Piggybacking To ask for bandwidth, the SS may send a stand-alone bandwidth request
header (6 bytes) or just piggyback the request on a PDU using ameardgement (GM)
subheader (2 bytes). The support of piggybacking is optional andbmaysed only to
request bandwidth for the connection carrying the PDU to which the GMeader has
been added.

Bandwidth stealing This mechanism refers to the use, by the MS, of a portion of the band-
width allocated for data (through a data grant IE) to transmit a bandwidtiesemstead.

PM-bit MSs having at least one active UGS connection may set the poll-me (PM¥ bit, o
the GM subheader, in a MAC PDU of the UGS connection to inform the BS lihg

is needed for non-UGS connection. As a response to this poll requesBSHnitiates

a process of unicast polling. As specified in [37], this technique shoelldded by the
MS only when piggybacking cannot be performed and if all the possibilitidmotiwidth
stealing are exhausted.

It is worth mentioning that, whatever is the bandwidth request mechanism ibaiséwidth

is always requested by an SS on a per-connection basis and addpgsge BS to the SS as
an aggregate of grants. Therefore, since the SS receives the allbeatdwidth as a whole in

response to per-connection requests, it cannot know which reigusshored. The SS can then
use the grant either to send data, or to request bandwidth for any ofitections (bandwidth

stealing), or even to send management messages.

3.2 A QoS architecture for WiMAX networks: the big picture

The framework we propose in this section is independent of the adoptediidang and CAC
strategy. It is the compilation of what we consider as key elements for Qu&®sun WiMAX
systems. The names, roles and interactions between the different entsttebee in this section
represent a proposal among others for a QoS framework addr&88itdyX systems. Figure 3.2
illustrates the different elements and modules that constitute the proposseivoak as well as
the interactions that exist between them. In this figure, we can see thespobpAC logical
structures for both BS and SS. Note that entities having the same name &ppetr sides. In
general, they play the same role. Differences will nevertheless be shodmliscussed while
explaining the role of each component.

e Cl assifier: As mentioned in Sections 1.4.2 and 3.1, when a MAC SDU is received,
it should be mapped to a particular connection. In the proposed framettisktask is
accomplished by th€l assi fi er based on a set of matching criteria such as the 5-IPv4
tuplel. As can be seen from Figure 3.2, the classification process is applieattos and

SS to packets they are transmitting. When a BS or an SS receives an Seférstto a
matching table; if the considered SDU matches the criteria relative to a spekijat@

then transmitted to thBuf f er Manager (see Figure 3.2).

1IP source and destination addresses, source and destination po@o&rype field
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It is possible that the SDU cannot be associated to any active connedti@Cl assi fi er
checks then whether the packet can be mapped to a provisioned sevide f6F that does not
correspond to any CID), in which case tBkassi fi er asks theDSx Manager to activate
the corresponding SF. THaSx Manager may either respond by specifying a new CID or reject
the Classifier demand—generally as a resuldaifri ssi on Control Mbodul e decision (see
Figure 3.2). Inthe latter case, as well as when the MAC SDU cannot beiatsd to any matching
table entry, the packet is dropped.

e Buf fer Manager: TheBuffer Manager is responsible for managing the queues. It
allocates a separate queue for each active MAC connectiorBlfhieer Manager oper-
ates as follows. When it receives a MAC SDU from @leassi f i er , it putsitinto the cor-
responding connection queue based on the CID already determined Gydksi fi er .

It may also discard the packet if the buffer capacity of the correspgrainnection is ex-
ceeded. As we will see later, thiguf f er Manager is also responsible for delivering a
specific amount of data from each connection queue according to \akdtiden decided
during the scheduling procedure.

e DL/UL SF Dat abase: This database contains the QoS parameters of each DL/UL ser-
vice flow. These parameters depend on the service flow type: whetheassigiated to
a UGS, ertPS, rtPS, nrtPS or BE connection. DheandUL SF Dat abases are used,
during the scheduling procedure, to get the DL and UL QoS constrag@sisectively. These
databases are managed and maintained up-to-date Dgxheévanager .

e DSx Manager : TheDSx Manager receives and treats all the messages exchanged dur-
ing a service flow creation, deletion or change procedure. For exambpé the BS re-
ceives a DSD-REQ message, th8x Manager treats the request and informs tB8
Schedul er that a DSD-RVD message should be sent during the next frame interval.
DSA-REQ messages, and in some cases DSC-REQ messages shouldiee tiffierently.

In fact, since the purpose behind sending such messages is to createaative service
flow (DSA-REQ) or to activate an existing provisioned service flow (OFER), the re-
guest shall be handled by tlA&lm ssi on Control Mdul e (see Figure 3.2) which
decides whether it can be accepted or not. According to the requet ereAdm Ssi on
Control Mbdul e decision—when considering the case of a service flow creation or
activation—theDSx Manager updates thédL/UL SF Dat abase by entering, modi-
fying or deleting the QoS characteristics of the considered service flow.

e Admi ssi on Control Modul e: Note that, although it exists only at the BS side (see
Figure 3.2), theAdni ssi on Control Modul e is applied for both SS and BS-initiated
connections addition requests. Its role is to check whether a requestte er new active
service flow or to activate an existing one can be honored; other casegsiikg a more
robust modulation technique may also requidami ssi on Control Modul e action.
The decisions made by tlAeinm ssi on Cont rol Mdul e should be communicated to
theDSx Manager which is responsible for planning and applying them.

e Pol | i ng Manager : As mentioned in Section 3.1.3, [37] proposes several bandwidth re-
guest mechanisms. Apart from UGS which does not need any expliainbdiin request,
polling can be applied to all types of scheduling services. Thereforgtegrate in the pro-
posed architecture design tRel | i ng Manager (see Figure 3.2) whose role consists in
granting bandwidth request opportunities. Ha | i ng Manager needs to have access
totheUL SF Dat abase to determine the SSs that are concerned by this technique, which
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are those having at least one non-UGS connection. As specified inEfe3@2.16 standard
[37], polling should be periodic for rtPS connections and regular filr®iconnections.

DL Grant Allocator: TheDL Grant All ocator allocates bandwidth for DL
connections according to the adopted scheduling policy. To accomplish skistle DL
Grant Al |l ocat or needs to know the current status of DL queues, the QoS constraints
of each DL service flow and the amount of remaining bandwidth—a parathetgs main-
tained by thd8S Schedul er . To getthe DL SF parameters,tbe Grant Al | ocat or
refersto theDL SF Dat abase.

UL Grant All ocator: As shown in Figure 3.2, this entity exists in both BS and SS
structures.

— At the BS, bandwidth is allocated based on bandwidth requests sent bysthtoiS
polling services and BE connections. For UGS connections, the granieade ac-
cording to the QoS constraints of the associated service flow. In all,ctmeldl
Grant Al l ocat or needs to have access to the SF Dat abase to get the
QoS constraints of UL service flows. After allocating bandwidth, tthe G- ant
Al | ocat or informs theBS Schedul er of its grants decisions.

— At the SS, theUL Grant Al | ocat or operates in the same manner as bie
G ant Al |l ocat or atthe BS with the exception of dealing with UL connections
instead of DL connections.

BW REQ Manager : As mentioned above, tieol | i ng Manager has to allocate band-
width to an SS specifically for the purpose of requesting bandwidth for ilsU®S UL
connections. These allocations are then used bBWdREQ Manager , atthe SS, to send
bandwidth requests; they may optionally be used to send data. More ernbeaSS may

use any uplink allocation to send data or bandwidth requests [37]. Theraince th&8W

REQ Manager does not know the exact amount of bandwidth to be used for requests, it
should refer to th&sS Schedul er which is the only component able to make such de-
cisions and to have information on bandwidth availability. Also, B¢ REQ Manager
needs to check the UL queues duld SF Dat abase in order to plan the requests.

BS Schedul er: TheBS Schedul er represents the main element of the proposed ar-
chitecture. Infact, itis responsible for coordinating the work ofdhe G- ant Al | ocat or
theUL Grant All ocator and thePol | i ng Manager since it maintains informa-
tion on the amount of the remaining bandwidth after each scheduling step.

Besides, th&S Schedul er should remain informed of thBSx Manager decisions in
order to plan the DSx management messages, such as DSA-REQ, DS(MRWERSP, to

be sent in the current frame. Based on all the collected informatiolB$h&chedul er

first generates the DLFP, the UL-MAP, and optionally the DL-MAP messagbese mes-
sages hold the scheduling decisions made by the BS (more specifically Dl ti ant

Al | ocat or ,theUL Grant All ocator andthePol | i ng Manager ). Secondly, it
either asks th8uf f er Manager to transmit data according to what has been specified in
the DLFP message, or just generates the appropriate management messhgend them

to the SSs.

SS Schedul er: As far as the SS is concerned, t88 Schedul er is the main ele-
ment in the proposed QoS architecture. B& Schedul er interacts with the BW-REQ




75

Manager and thel Grant Al | ocat or in order to use the whole grant assigned by the
BS. Note that only th&S Schedul er knows the amount of bandwidth that was granted
to the SS’s Basic CID. Thus, it has the responsibility of updating this paramée each
scheduling decision.

In general, any QoS framework addressing WIMAX systems should dooistiree main
building blocks: a DL and UL scheduler at the BS, an UL scheduler at $arfsl possibly an
admission control module. Nevertheless, the details of these blocks atervspecific.

3.3 Scheduling and CAC in WiMAX: design challenges

The objective of this section is to provide a better understanding of therdesailenges of a new
scheduling and/or CAC solution for IEEE 802.16 since they represemaleissues for insuring
QosS.

e QoS requirements guarantee:The scheduler should satisfy the QoS requirements of the
different types of service specified by the standard. Hence it has to mdbit@ach con-
nection, the required QoS parameters, presented in Table 3.1, anditctiegkare in line
with what has been negotiated.

e Bandwidth-request strategy: Because the standard gives a choice among several band-
width request and grant techniques, it is important for each schedwlingion to define its
own bandwidth request strategy.

e Graceful service degradation: It is an interesting characteristic for CAC and scheduling
algorithms, when accepting new connections, to degrade the service ongoeg over
provisioned connections as gracefully as possible. Since radio pesoare limited the
use of this kind of strategy would compensate lagging flows and ensunedaiin radio
resources management (RRM).

e Channel utilization: The channel utilization is expressed in percentage of the available
capacity and it represents the achieved throughput. It corresporids foaction of time
used to transmit data packets. In the case of a PMP communication, this paranadte
most equal to the channel capacity. Nevertheless, to maximize the chdifination, the
scheduler should minimize the overhead by optimizing the bandwidth-requesigy and
taking advantage of the concatenation, packing, and fragmentation niosaproposed
by the standard.

e MAC-PHY cross-layer design: This constraint consists mainly in considering the adaptive
modulation and coding (AMC) capability defined by the standard. Indeésljntportant,
when allocating resources at the MAC level, to take into account the nafiiepn use.

e Fairness: One of the most challenging problems for RRM is to find a compromise between
increasing the channel utilization— by serving flows with good channaflitons— and
being fair to different flows. To estimate this parameter Jain’s fairness imitght be used:

Fy = (it xi)Q

Where m is the total number of flows angdis the proportion of received packets of flaw
during run time.F’; is equal to 1 when all flows equally share the bandwidth, and equal to
1/m when a flow monopolizes the network.
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e Implementation complexity: Scheduling and CAC algorithms deal with many different
constraints. Nevertheless, because they address—among othdrSmedlws, they need
to be fast and should not have a prohibitive implementation complexity.

e Scalability: Scalability is the capability of the scheduling algorithm to handle growing
number of flows, or nodes, in a graceful manner. Scalability is also impaontéme context
of mobile WIMAX networks for mobility management.

3.4 Conclusion
From this chapter we have seen that the IEEE 802.16 standard defines:

1. Concepts making easier to associate packets with the appropriate Eificws, namely
concepts of connections, service flows, classes of services, asifiels;

2. Five scheduling services tailored to meet the QoS requirements of geteaus classes of
traffic;

3. Signaling mechanisms offering the possibility to manage service flows dyalgm(ice.
DSx messages) and to request (e.g. piggybacking) and grant (e.eMABPLmessage)
bandwidth;

4. A scheduling procedure for UGS connections.
The standard, nevertheless, leaves undefined:

1. The admission control policy to apply when the creation of a new seraeg(dir the acti-
vation of a provisioned one) is requested.

2. The scheduling mechanisms based on which resources shall be allocate

Based on the above considerations, we have proposed in this chamgeercgoS framework
which incorporates the main supported and missing functionalities to handldmQ&8VAX
systems. We have tried, when designing this framework to be as close siblpds what has
been specified by the IEEE 802.16 standard [37].

The last section of this chapter has been dedicated to scheduling andiadmisgrol issues.
More specifically, we have highlighted, through that section, the main clgaléefaced when
designing a scheduling and/or CAC solution for WIMAX networks. Thesestraints represent
also the main evaluation criteria of the different resource management m&tisaproposed in
this work-in progress area. The state of the art of these mechanismsénime in next chapter.
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Chapter 4

Scheduling and CAC in WIMAX
Networks: a Survey and Taxonomy

A large body of literature has been concerned with scheduling and admissidrol issues in
WIMAX networks. In this chapter, we survey, classify, and comparedifiit scheduling and CAC
mechanisms proposed in this work-in-progress area. The remaindés oh#pter is divided into
two main sections: Section 4.1 and Section 4.2 provide a survey and taxoffiectyeduling and
CAC mechanisms dedicated to WIiMAX networks. Section 4.3 concludes théechmpoutlining
the main concerns worth addressing in this field. Most of the works piex@nthis chapter are
proposed for OFDM-based WiMAX networks.

4.1 Scheduling

As shown in Figure 4.1, the approaches adopted in literature when desaysameduling solution
can be divided into three main categories. (1) The first one is a queeiided strategy where
the authors focus on the queuing aspect of the scheduling problemyaoditrd the appropriate
gueuing discipline that meet the QoS requirements of the service clasgestedpoy the IEEE
802.16 standard [1, 2]. In this first category, two kinds of structuregpeoposed: either simple
structures consisting in general in one queuing discipline applied for aidheduling services
[3, 4, 5] or hierarchical structures consisting in two or multiple layers cgflg different levels
of scheduling like in [6, 7, 8, 9, 10, 11, 12, 13, 14]. (2) In the secoatkgory, the scheduling
problem is formulated as an optimization problem whose objective is to maximizeystens
performance subject to constraints reflecting in general the QoS rewuite of different service
classes [15, 16, 17, 18, 19, 20, 21, 22, 23]. (3) The third categfusgheduling mechanisms that
can be found in literature is the cross-layer strategy. The scheduliegesadopting this strategy
are usually based on a cross-layer architecture. The objective ofrthigesture is to optimize
the communication between two [24, 25, 26, 27, 28] or three differentdg@®, 30] and thus
improve the system performance. As we will see in Section 4.1.3, these ssheuid be further
classified based on the layers involved in the cross-layer design.

4.1.1 Packet queuing-derived strategies

4.1.1.1 One-layer scheduling structures

Sayenkoet al [5] consider that because there is not much time to do the scheduling decision
simple one-level scheduling mechanism is much better than a hierarchicallbeecfore they
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Figure 4.1: Classification of the scheduling strategies of IEEE 802.16 PMie mo

propose a scheduling solution based on the round-robin (RR) apprdaey argue that there is
no need to use disciplines like fair queuing (FQ) since the weights in suctitalge are floating
numbers while the number of allocated slots, in 802.16 networks, shouldamaveeger value.
They also try to outline the difference between the weighted round-robRRYMdiscipline and the
802.16 environment. They insist on the fact that WRR may lead to a wastemfroes because
of its work-conserving behavior that does not fit the fixed-size frah@92.16 that implies a non-
work conserving behavior.

Based on the above considerations, the authors proposed in [5]duinesolution that consists
in four main steps:

e Allocating for each connection the minimum number of slots that ensure the minigum r
served traffic rate with respect to the used modulation and coding scheme,

e Distributing the free slots between rtPS and nrtPS connections and theniagdiwe re-
maining to BE connections,

e Ordering the slots in such a manner the delay and jitter values are decreased

e Estimating the overhead for UGS, ertPS, and in some cases nrtPS consettiamis not
possible for rtPS and BE connections since it is more likely that the SDU siEsva

Note that [5] is one of the rare research works in which the overheadtireg from the scheduling
decision, and packing or fragmentation capability is taken into account. \mités also worth
mentioning that the authors consider a grant per connection {3R€hanism and when ordering
slots, they apply an interleaved scheme that is in contradiction with the franctus&specified
by the standard.

In [3, 4], Cicconettiet al conjecture that the class of latency-r&teR) scheduling algorithms
is particularly suited for implementing schedulers in 802.16 MAC since the basfg@rame-
ter required by a given connection is the minimum reserved traffic rateeeththe behavior of
such algorithms is determined by two parameters which are the latency and tateadlicate [41].

1This approach consists in allocating the bandwidth on a per connection basisntrast with GPC, the grant
per subscriber station (GPSS) refers to the allocation of bandwidth peB@!$ concepts should have been disused
since the publication of the IEEE 802.16a-2003 Standard [40]. Indeisclearly specified in [1, 2] that bandwidth is
requested on a per connection basis while grants are aggregateddaessaed as a whole for each SS.
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From this class, the authors have chosen the deficit round robin (DB&tjtam. DRR is simple

to implement O (1) complexity if specific allocation constraints are met) and provides, according
to [3, 4], fair queuing in presence of variable length packdtsnevertheless requires a minimum
rate to be reserved for each packet flow; so even BE connectionkldieguaranteed a minimum
rate. Also since this algorithm assumes that the size of the head-of-linetga&kown, it can not
be applied by the BS to schedule uplink transmissions. For this reason tloesalodive made the
choice of implementing it as SS scheduler and as a downlink scheduler aStrsnBe both BS
and SS know the head-of-line packet sizes of their respective gu@aeschedule uplink trans-
missions at the BS—based on backlog estimation—they have selected the WiREhadgvhich
belongs, like DRR, to the class bR algorithms.

The simulation study carried by Cicconedtial [3] demonstrated that the performance of 802.16
systems, in terms of throughput and delay, depends on several metftasidrame duration,
the mechanisms used to request UL bandwidth, the offered load partitiohiog-traffic is dis-
tributed among SSs, the connections within each SS, and the traffic sedticieseach connec-
tion.

4.1.1.2 Hierarchical scheduling structures

Wongthavarawagt al. [13, 14] are the first authors who introduced a hierarchical struafire
bandwidth allocation for 802.16 systems. This hierarchical schedulingtstay shown in Figure
4.2, combines strict priority policy, among the service classes, and an@f@gie queuing man-
agement discipline for each class: earliest deadline first (EDF) for atBweighted fair queuing
(WFQ) for nrtPS. Fixed time duration is allocated to UGS connections and relgdiandwidth
is equally shared among BE connections. In order to avoid starvationvier lpriority connec-
tions, a policing module is included in each SS. It forces each connecti@spect the traffic
contract when demanding bandwidth. The proposed scheduling algdeias into account the
gueue size information and the service actually received by each d¢amett also considers
the arrival time and the deadline requirements of rtPS connections. Howeyauthors focused
only on UL scheduling. They considered TDD mode and assumed thattomhs of UL and DL
subframes are dynamically determined by the BS but they did not specifyhes& proportions
are fixed. The QoS architecture they proposed in [13] includes a tokeket based admission
control module that will be described in Section 4.2.

Most of the works that we will present in this section are "quite similar” to theedaling
model introduced by Wongthavarawattal. in [13, 14]. Nevertheless, since more or less features
are supported by each scheme, we have grouped them based on theiomaion contribution.

Delay-aware scheduling In [12], Sunet al. proposed a two-layers scheduling structure com-
posed of a BS scheduler and an SS scheduler. At BS scheduleitypgayiven to schedule data
grants for UGS connections and bandwidth request opportunities BrarE nrtPS connections.
The amount of bandwidth allocated in this phase is reserved during domeesetup. Data grants
for rtPS, nrtPS are then scheduled taking into account the informationimedt@ato bandwidth
request messages and their minimum requirements. Finally, the residuaditémd any, is redis-
tributed in proportion to pre-assigned connections weights. The prdj@$3echeduler considers a
fixed priority scheme—1, 2, 3 and 4 for BE, nrtPS, rtPS and UGS schegksgirvice, respectively.
Bandwidth is firstly guaranteed for UGS connections. rtPS packets arestieduled based on
their respective deadline stamps—corresponding to theitval_time + tolerated_delay. Each

2This is in contradiction to what has been stated by Fattah and Leung in [42puitey qualify the fairness of DRR
algorithm as “poor”.
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Figure 4.2: Hierarchical structure for bandwidth allocation [13, 14]

nrtPS packet is associated with a virtual time calculated to guarantee the minisenveaband-
width and hence maintain an acceptable throughput. A simple first-in-firgkge@) mechanism
is applied for BE queues.

Other scheduling schemes focusing on delay requirements were pddpdgerature. In [8]
for instance, three schedulers were combined to meet the QoS requireshdiftsrent classes
(cf. Figure 4.3). Time sensitive traffic streams—namely UGS flows, rtP$féowdl (n)rtPS polling
flows—are served by Scheduler 1 that applies EDF algorithm. Minimum bidifuwneserving
flows (nrtPS flows) are scheduled by Scheduler 2 using WFQ. The tgegghrespond to the
proportion of requested bandwidth. WFQ algorithm is also applied by $é#ed to serve BE
traffics; weights nevertheless correspond in that case to traffic priogpecified by each BE
connection. Other components of the proposed architecture are thettoyslan contention and
reserved transmission opportunities according to the bandwidth availabitityoattie priorities
assigned to each scheduler—the highest priority is assigned to Schi&duler

In [10], a multimedia supported uplink scheduler is proposed by Perumalrajalt includes
a proportional fair (PF) BS scheduler and an earliest due date (E3Dgc8eduler. The BS
scheduler (Figure 4.4.a) allocates resources first for the UGS semvitthen to poll SSs having
at least one non-UGS connection: one slot is allocated in each frameadbrSS having rtPS or
nrtPS connections and one slot every three frames is allocated for 8iBg lbaly BE service
connections. Finally, remaining OFDMA resources are proportionally atéotfor SSs based
on the received bandwidth requests. As can be seen from Figure thd. BDD SS scheduler
serves packets from the four traffic queues (UGS, rtPS, nrtPS apohBte order of the deadline
assigned to each packet regardless of their scheduling service type.

Asymmetric DL/UL scheduling [7] is one of the rare research works that have proposed a
scheduling algorithm considering simultaneously uplink and downlink barttveiocation in
TDD mode. In first layer scheduling—of the two-layer hierarchical dciiag structure proposed

in this work—Cheret al [7] have suggested the use of deficit fair priority queuing (DFPQ) algo-
rithm instead of strict priority in order to avoid starvation for low priority ckessThis first layer
scheduling is based on two policies. The first one is a transmission dirdxziged priority where
they chose to attribute to DL a higher priority than UL. The second policy isvéceeclass-based
priority applying the following scheme: rtPS>nrtPS>BE. As can be seen Figure 4.6, the au-
thors have combined these two policies using a strict priority scheme whigmassrict priority
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from highest to lowest toD L,.+ps, UL,tps, DLyips, ULpps, DL, andU Lpg. For DL
and UL UGS connections, they have chosen to apply a fixed bandwidtla@dinocstrategy. In
second layer scheduling, three different algorithms were assigned ethibieclasses of services:
EDF for rtPS, WFQ for nrtPS and RR for BE. nrtPS connections aredsidb@ based on weights
corresponding to the ratio between the nrtPS connection minimum reserffedrate and the
sum of the minimum reserved traffic rates of all nrtPS connections. A bdsitsaion control al-
gorithm is also proposed in this work. It accepts the connections for vihechinimum reserved
traffic rate does not exceed the available channel capacity; all BEections are nevertheless
accepted.

In order to take advantage of the DL/UL map of the 802.16d standard &t/ propose in
[9] a three-tier scheduling framework in which DL and UL respective sozalld be unbalanced.
Unlike in [7] however, the ratio of DL subframe with respect to the frame szsomputed at
the beginning of each frame. Indeed, a pre-scale dynamic resosewagon (PDRR) is used
to allocate dynamically the overall frame bandwidth to DL and UL subframes w#pact to a
pre-scaled bound. The ratio of each subframe to the entire frame is cahijaged on the queues
lengths and on the sizes of the bandwidth requests.

1

DL rtPS EDF
2
UL rtPS EDF
DL nrtPS WEQ
Overall (DL +UL)
Bandwidth
UL nrtPS WEQ

DL BE RR

UL BE RR

Cas

DFPQ: Deficit Fair Priority Queueing
EDF: Earliest Deadline First

WFQ: Weighted Fair Queueing

RR: Round Robin

Figure 4.6: Hierarchical structure of bandwidth allocation for WiMAX PMPda¢7]

Packet-based scheduling: use of packing, fragmentation, PHS anrdMC Fragmentation,
packing and PHS capabilities as well as their impact on the scheduling pparioe were con-
sidered in the packet-based scheduling strategy proposed in [11]tteyrBecet al. As can be
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Scheduling Layer/Phase DL UL UGS rtPS nrtPS BE
proposal
[13, 14] 15¢ layer Fixed Priority
2nd |ayer Fixed Bandwidth EDF WFQ Equally distributed
[12] BS 15t phase Fixed Bandwidth Grant Bandwidth Request Opportunities -
Scheduler| 274 phase . o Guarantee the Minimum Reserved Rate -
374 phase _ WEFQ to distribute residual bandwidth
SS ° Fixed Priority
Scheduler Fixed bandwidth EDF ‘ EDF (Virtual Time) ‘ FIFO
[10] BS 15t phase Fixed Bandwidth Unicast Polling
Scheduler| 27¢ phase ° o Proportional Fair based on bandwidth Requests
SS Scheduler EDD
[11] 15t layer . Fixed Priority
2nd Jayer ° Fixed Bandwidth WRR ‘ RR
7 15¢ layer ° DFPQ
2nd |ayer R Fixed Bandwidth EDF WFQ \ RR
[9] Tier 1 (at BS) ° Fixed Bandwidth PQLW + MMFS among SSs
Tier 2 (at SS) ° Fixed Bandwidth SCFQ WRR
Tier 3 (per traffic flow) EDF SPLF

(8]

Scheduler 1 EDF (UGS + rtPS + Polling rtPS and nrtP$) o -

Scheduler 2 - _ WFQ (based on -
bandwidth requests)

Scheduler 3 WFQ (based on

traffic priority)

Table 4.1: WIMAX hierarchical scheduling structures
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seen from Figure 4.5, the proposed scheduler combines a strict priolity pmong the different
service categories and a specific queuing management discipline foclaashfixed bandwidth,
WRR and RR for UGS, (n)rtPS and BE, respectively. For WRR discipliegghts are determined
according to the guaranteed bandwidth.

Adaptive modulation and coding was also addressed in [11]. A prelimind®R¥RR allocation
is achieved assuming the use of the most robust burst profile while bandwidtlocated tak-
ing into account the actual burst profile! It is true that this way of prdogeguarantees enough
bandwidth for existing flows even in the worst case. However, it mighteaun unjustified high
blocking rate and a low link utilization when the channel is good. Anothertsbiming of [11]
is that the admission control algorithm that manages the access of newctionreand based on
which the minimum bandwidth requirements are guaranteed—is not described.

Table 4.1 summarizes the hierarchical scheduling proposals descritnezl &bthis table, we
show whether DL connections are concerned or not by the propokedding mechanism. Also,
the table reflects the different steps of each scheduling process aaswkt queuing discipline
applied at each considered level of aggregation (per service typeppeection, etc.).

Satisfaction-based scheduling In [6], an original two-tier scheduling algorithm (2TSA) was
proposed to avoid starvation problem and to provide fair allocation ofueklthndwidth. UGS
connection is not concerned by the “2TSA” algorithm since it is allocatexkd fimount of band-
width per frame. Each connection is classified into either “unsatisfiedtisfeal”, or “over-
satisfied” connection and is assigned a weight indicating its shortage diastitis degree—
depending on its category. The connection is considered as:

e “unsatisfied if the allocated bandwidth is less than its minimum requirement,

e a‘“satisfied’ connection if the allocated bandwidth is between its minimum and maximum
specified requirements,

e “over-satisfied”if it is granted more bandwidth than its maximum need.

The first-tier allocation algorithm is category-based and gives the highiesity to “unsatisfied”
connections. For a specific category, the second-tier allocation algdsthpplied to share resid-
ual bandwidth based on weights. The flowchart of the proposed 2TSi#oisn in Figure 4.7.

Compared to simple-structured scheduling solutions, the hierarchicalidoieemechanisms
presented in this section combine in general an inter-service schedulaiglidis with a specific
gueuing mechanism for each service class. Such structures lead toahightational complex-
ity that may be prohibitive from an implementation point of view and that may nthditdelay
constraints of real-time scheduling services.

Service-specific scheduling Regardless of the proposed scheduling structure, some service-
specific scheduling solutions are presented in literature. eted. for instance focused in [43]

on VoIP services. They argued that both UGS and rtPS have some mpsotdesupport the VolP
services and proposed an enhanced scheduling algorithm to solve tiiemadrproblems. In

fact, the fixed-size grants, assigned to UGS connections of voice, gseise a waste of uplink
resources during silence periods. Moreover, the bandwidth remezstanism used by rtPS con-
nections leads to MAC overhead and access delay which is not convémi&olP applications.
Therefore the authors assumed that a voice activity detector (VAD) arcsildetector (SD) is
used by the SS in the higher layer and proposed an algorithm to be used Bg#hto inform

the BS of their voice state transitions. In order to avoid MAC overhead, ibygoged algorithm
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Figure 4.7: Operation flowchart of 2TSA [6]

makes use of one of the reserved bits of the conventional generic Madthef IEEE 802.16 [1]
to do that. Simulation results showed that, compared to rtPS, the proposeithalgdecreases
the MAC overhead and access delay. Also it can admit more voice usars/@®3 making more
efficient use of uplink resources.

In a more recent work [44], they demonstrated, using the analysisain@sutilization efficiency,
that the ertPS service introduced by the IEEE 802.16e standard [2] issmitetble than UGS and
rtPS for VoIP services with variable data rate and silence suppressideed they proved that
ertPS not only solves the problems of resource wasting, delay, anldeadecaused by the use of
UGS and rtPS, respectively but also increases the number of voicethaecan be supported by
the network.

4.1.2 Optimization-based strategies

This second category of scheduling strategies consists in formulatinghtdiding problem, in
802.16 environment, as an optimization problem aiming at optimizing the allocati@safirces
to different SSs. Table 4.2 presents the formulation of some examples of adtoniproblems
proposed in literature.

To get an optimal solution to the optimization problem formulated in [23] (see FaBjethe
authors need to use an NP-complete Integer Programming because the nfisiber allocated
per SS on a given channel should have an integer value. Relaxing thégaiot, the authors
proposed a second solution based on a linear programming approaexhiizts a complexity
of O(n3.m3.N) wheren, m, andN denote the number of SSs, the number of subchannels and
the total number of slots, respectively. However, because it is still a catimoally demanding
problem, the authors suggested the use of a heuristic algorithm whose ctarmalteomplexity
is O(n.m.N). The authors then proved that the proposed algorithms optimize the ovwesall s
tem performance but may not be fair to different SSs. Therefore thaified them using the
proportional-fair concept.

Based on the developed algorithms, they defined a scheduling algoriththeef&S and another
one for the SS. The authors agree that considering a joint schedufingliok and downlink,
at the BS, is more efficient. They nevertheless argue that it is not possibtethat when con-
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sidering the context of OFDMA/TDD. Therefore they adopted a scheglatiachanism in which
downlink and uplink are scheduled separately for all the classes. Tdréips are assigned as fol-
lows. Allocations are made first for UGS, then rtPS, then for nrtPS justdcegitee the minimum
requirements, and finally to satisfy the remaining demands. The choice aifdahe proposed
algorithms depends on the availability of resources and on the chanricos.

As for the SS, the authors took into account the overall system perfegvaand fairness to differ-
ent users. They proposed the same sequence followed by the BS btwwidfifferent models: a
packet model, in which fragmentation is prohibited, for both UGS and rtPS&dyde model—
fragmentation is possible—that may be used by nrtPS and BE services.

In [21], Niyato and Hossain considered systems operating in a TDMA/TBé2ss mode
and using WirelessMAN-SC air interface. They defined a utility function tlegtends on the
amount of allocated bandwidth, the average delay, the throughput, aadriission control de-
cision for UGS, rtPS, nrtPS, and BE, respectively. Using these utilitytimme, they formulated
the optimization problem illustrated in Table 4.2. The authors set a limit of the altbbated-
width between,,;, andb,,., for each connection. They also defined a threshold for each service
class since the total available bandwidth is shared using a thresholddmametete partitioning
approach. To obtain the optimal threshold setting, an optimization-basethedbgproposed.
To solve the proposed optimization problem, Niyato and Hossain suggestesbtutmns us-
ing an optimal approach and an iterative approach, respectively. fesdiution has a com-
plexity of O(QM(N’)) where M denotes the number of ongoing and incoming connections and
Ab = bmazr — bmin + 1. Since the complexity of the optimal algorithm may be prohibitive from an
implementation point of view, the authors proposed an iterative approae blae water-filling
mechanism. This solution is more implementation-friendly—its complexi€y(is')—while pro-
viding similar system performances.

To analyze the connection-level (such as the blocking probability) aokiepgevel (e.g. trans-
mission rate) performance measures, the authors developed a quediag analytical model,
respectively. The proposed connection-level model [21, 22] detflmeconnection blocking prob-
ability and the number of ongoing connections via a Continuous Time MarkanQiETMC)
model. These parameters are then used to formulate an optimization probéenalide 4.2) aim-
ing at maximizing the system revenue while maintaining the blocking probability atatget
level.

4.1.3 Cross-layer strategies

In Sections 4.1.1 and 4.1.2, corresponding to the two first schedulinggséstere have seen some
works (such as [5, 11]) that take into account the AMC capability whictssraferred to as MAC-
PHY cross layer capability. In those works, the cross-layer aspectlysome of the supported
features. However, the scheduling schemes we are presenting in tios s&e totally found on a
cross-layer architecture whose objective is to optimize the communicationdretifeerent layers
of the open systems interconnection (OSI) stack. We can further clalsegg schemes into: (1)
MAC-PHY cross-layer schemes, (2) IP-MAC cross-layer schemed,application-MAC-PHY
cross-layer schemes.

MAC-PHY cross-layer schemes The standard provides a link adaptation framework based on
which the MCS can be adapted to the channel conditions. However, ssreeheduler has been
defined by the standard, the way of implementing this capability has been tfined which
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Proposed Solution

Cost Function

(Minimize/Maximize)

Constraints
(subject to)

Joint
Bandwidth Allocation and

admission control [22]

Minimize
The average delay

* The average delay meets the delay requirements of rtPS
connections.

* The transmission rate meets the transmission rate requirsroént
connections.

* The amount of allocated bandwidth for each connection is/beh
bmin aNdbmag.

* The total amount of allocated bandwidth does not exceedata t
available bandwidth.

Queuing theoretic and
optimization-based model
for resource management

[21]

Maximize
level of users’ satisfaction
<=>
Maximize
Utility function

* The allocated bandwidth for UGS connections is equal tarégired
bandwidth

* The delay requirements for rtPS connections (dependindpemirival
rate, the average SNR and the allocated bandwidth) are met.

* The transmission rate requirements of nrtPS connectiorseftiing on
the arrival rate, the average SNR and the allocated bankadé met.
* BE connections are admitted.

* The amount of allocated bandwidth for a given connectioreisieen
bmin andbimaz.

* The total amount of allocated bandwidth does not exceedata t
available bandwidth.

* The thresholds (corresponding to the amount of reservedeiaith
for each service class) are respected.

Queuing model for
connection-level

Maximize

The system revenue

* The connection blocking probabilities* for UGS, rtPS,P& and BE
connections do not exceed the target blocking probalsilitie

performance analysis <=>
[21] Maximize
the number of ongoing
connections
Efficient and fair Scheduling of Minimize * The number of granted slots on a given subchannel do not dxbeenumber

Uplink and Downlink in
OFDMA Networks
[23]

the unsatisfied demands

of slots of this subchannel
* The amount of bandwidth (slots) allocated per connectionatoexceed
the whole demand of that connection.

* The blocking probabilities as well as the number of ongoingneetions are function of the corresponding threshold.

Table 4.2: Optimization approach: cost function and constraints
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explains the need for such MAC-PHY cross-layer design. This nesdbban explained and
justified through preliminary simulation by Noordat al. in [28] where they propose a cross-
layer optimization architecture for WiMAX systems. The cross-layer optimizéQ)) presented
in this work, acts as an interface between between MAC and PHY layerddmamnd tune the
required and optimum parameters.

The authors in [28] believe that there is no need to introduce the applicatienitathe cross-
layer architecture they are proposing since the application requirement®sidered through
QoS provisioning at MAC level. Therefore, the proposed CLO is redtceMAC-PHY cross-
layer optimization.

A more technical MAC-PHY cross-layer scheme has been proposedubst lal. in [24, 25].
The authors in [24, 25] define an AMC design by setting a region boyrafimed by signal to
noise ratio (SNR) intervals corresponding each to a different transmigsiale. The minimum
switching threshold of each interval corresponds to the SNR at whicheattleperror rate (PER)
is less or equal to a prescribed PER The AMC design is not adopted for UGS connections
because, according to [24, 25], voice traffic can tolerate “some insouia packet loss”. Thus,
the number of time slots allocated per frame to UGS connections is fixeet laiidefine a factor
called the normalized channel quality based on the received SNR andigygtiaction (PRF) is
assigned to each non-UGS connection depending on its service clés®RHdepends on:

e the BE class coefficient and the normalized channel quality for BE cdionsc

e the nrtPS class coefficient, the normalized channel quality, and the rdterpance for
nrtPS connections,

e the rtPS class coefficient, the normalized channel quality, and the delaya®gnts for
rtPS connections.

The class coefficients are set so that the priority order for the diffesamwice classes is rtPS >
nrtPS > BE. All the residual time, after scheduling UGS connections, is &id¢athe connection
having the highest PRF.

The AMC design proposed by Liet al. is quite flexible since it does not depend on any specific
traffic or channel model. However, the fact of scheduling only onel@$s connection per frame
might cause a significant delay for real-time applications. This is more likelygpdrawhen the
considered PHY is WirelessMAN-OFDM. Indeed, unlike in WirelessMAQ-BHY where the
frame size could take the values: 0.5, 1, or 2 ms, the frame sizes in Wirel@¢sDM#OM varies
from2.5t0 20 ms [1, 2] !

Also, the scalability is claimed to be achieved by the proposed scheme siring add connec-
tions would affect connections with low priority prior than those with a highrigio However,
this would cause starvation of low priority connections and might eventdffgh priority ones
when the network is overloaded. In order to overcome this shortcominguardntee better QoS
performance, it would be interesting to combine the proposed scheduliegieowith an efficient
CAC algorithm.

IP-MAC cross-layer schemes Unlike Noordinet al. in [28] who restricted their cross-layer
architecture to PHY and MAC layers, the authors in [26, 27] have fatosea layer 3 (L3) and
layer 2 (L2) cross-layer design. They insisted on the importance of amdRVIAC cooperation
to provide a better QoS service. The cross-layer framework progosédhi et al. in [26, 27]
includes:
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a mapping between L3 and L2 QoS: where integrated service (IntSeiwitiarentiated
service (DiffServ) classes are mapped to 802.16 MAC service classé®@an in Table 4.3.

e asimple admission control scheme based on which a new service flow isectedpen the
remaining link capacity is more than the new flow required bandwidth.

e a fragment control mechanism that groups fragments of the same 1Pt gadkeit they are
treated as a whole by L2 (e.g. fragments from the same IP packet ardertganed in the
L2 buffer, they are all removed in the case of congestion)

e aremapping scheme proposed for a better buffer utilization. Indeedgb@thpriority CL
and EF packets may be stored in nrtPS buffers when rtPS buffersligtbifiis more likely
to happen because of the burstiness of rtPS traffic).

IP QoS MAC 802.16 QoS
IntServ Guaranteed Service (GS) UGS
Controlled load rtPS
DiffServ Expedited Forwarding (EF nrtPS
Assured Forwarding (AF)
IntServ, DiffServ Best Effort (BE) BE

Table 4.3: Mapping rule from IP QoS to MAC 802.16 QoS [26, 27]

Application-MAC-PHY cross-layer schemes The cross-layer optimization mechanism pro-
posed by Triantafyllopouloet al. in [29, 30] takes advantage of the adaptation capabilities ex-
isting at both PHY and application layers. They combine the AMC capability opthsical
layer and the multi-rate feature of the multimedia applications through a crosselptimizer that
exists at BS and SS parts. The optimization process consists in collectingtaactibn of the
the layer-specific information (such as QoS parameters and chanmiicos) and informing the
corresponding layers of the required changes. These changestaueted based on a decision
algorithm that decides about the MCS and traffic rate for each SS.

42 CAC

In order to guarantee QoS in mobile networks, it is important to combine thelgliig policy
with an efficient CAC strategy. The main role of a CAC strategy is to decideheh¢o accept
or not new flows while making sure that the available resources wouldffieiesut for both the
ongoing and the incoming connections. In order to take such an importeistate mainly two
strategies can be adopted when no resources are available for th@wswThe first one—more
flexible—would consist in gracefully degrading existing connections to ma&m for the new
one. The second strategy—more conservative, yet simpler—would matimaoS provided for
ongoing connections and simply reject the new service flow.

4.2.1 CAC schemes with degradation strategy

This first category of CAC schemes include all the CAC algorithms basedroits degradation
[45], bandwidth borrowing [46, 47, 48], or bandwidth stealing [49&t&gies. The main idea of
these policies is to decrease—when necessary and possible—thecesspravided to ongoing
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connections in order to be able to accept a new service flow. As we wilhshés section, this
strategy could be combined with a threshold-based capacity sharingaapgroorder to avoid
starvation [49], or a guard channel strategy that reserves a detli@ateunt of bandwidth for
more bandwidth-sensitive flows (like UGS [47], or handover [48] emtions).

4.2.1.1 Service degradation

In[45], service flows (SF) are prioritized according to their resped@rvice type (UGS> (e)rtPS>
nrtPS> BE) and among each service type, a priority is assigned to Sksdraeeir jitter require-
ments for UGS flows, delay for (e)rtPS flows and traffic priority for bottiP6 and BE flows. If
the available bandwidth does not meet the requirements of handover d&ksdegradation pol-
icy is applied. It consists in decreasing the bandwidth assigned to existsw/Is#se priority is
lower than the handover (HO) SF and whose assigned bandwidth extteechinimum reserved
bandwidth. SF degradation concerns only handover SFs. A new floecépted only if the al-
ready available bandwidth guarantees its minimum bandwidth requirement. Aitmensional
continuous Markov model is used to analyze the performance of the ggdmzheme. However,
many assumptions have been considered: UGS=(e)rtPS and nrtPSk®&uthors also suppose
that all the flow belonging to the same class have the same minimum and maximure mesns
which is restrictive. The proposed scheme is then compared to a thrdsmed-admission con-
trol (TAC) policy [15] in terms of blocking and dropping probabilities anchthaidth utilization.
Unlike the TAC algorithm, the AC approach proposed bydgal. [45] adjusts the grant adaptively
to the cell load and does not restrict the SF degradation to a single clasaeffhen necessary.
Thus, the proposed algorithm performs better than the TAC algorithm.

4.2.1.2 Bandwidth borrowing

e Bandwidth borrowing in a non-cooperative game

The problem of admission control in IEEE 802.16 networks is formulatedipgtblet al. in [46]
as a non-cooperative game. The players in this game are the rtPS andaomtigstions that want
to maximize their QoS performance. The payoff of the game is the total utility ofrtgeing rtPS
and nrtPS connections. The problem consists in finding the equilibrium petateen the two
types of connections to offer bandwidth for the new connection and me&d$ requirements
of both ongoing and new connection. Based on the solution of the gameCas€i#eme is then
proposed to guarantee the QoS requirements of rtPS and nrtPS consiection

e Bandwidth borrowing and stepwise degradation

The CAC scheme, proposed by Waagal. in [47], assigns the highest priority to UGS flows
and aims to maximize the bandwidth utilization by bandwidth borrowing and deipadaA
predetermined amount of bandwidth U is exclusively reserved for UG@Beamiions. An UGS
connection is accepted if there is enough bandwidth to accommodate its neguiseotherwise
it is rejected. Denote by the total bandwidth, by,,, the bandwidth set aside for ongoing
connections (UGS, rtPS and nrtPS), andbpy, b, the bandwidth requirement for a new UGS
or rtPS connection, respectively. For a new nrtPS connectififi;; and b’,{?g},s stand for the
maximum and minimum bandwidth requirements, respectively. The propogeaid¢ion model
is applied when a new rtPS connection is requestedapd-b,,, > B —U or when the creation
of a new nrtPS connection is requested &ng + by55s — lnips ¥ 0 = B — U. where:§ is the

amount of degraded bandwidth afjy,,,, is the current degradation level. Note that only nrtPS
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connections could be degraded to accept more rtPS and nrtPS conseditars, the reserved
bandwidth for each nrtPS connectiorbj&;;, —! «¢ which satisfie$))%r . — 1., 6 = b9r

:zlrtps nrtps nrips nrips
and the maximum degradation level that can be reach@dis’. — b;'/.)/d. In this stepwise
degradation scheme, the authors assume that all the connections belmntlirgsame service
type (even non-UGS connections) have the same bandwidth requiremdriteaathe bandwidth
requested by an rtPS connection is fixed and does not vary betweenimumasustained and
a minimum reserved traffic rates. These assumptions simplify the problenodtdake into

account the service requirements specified in the standard.
e Proportional bandwidth borrowing and guard channel

In [48], the authors apply the following priority scheme where handad€ () connections are
prioritized over new (N_) connections: HO_UGS > HO_rtps & HO_ertPS §8S >N _rtPS &
N_ertPS > HO_nrtPS > N_nrtPS > HO_BE > N_BE. The reserved bandwadthsponds to the
maximum sustained traffic rate for UGS and to the minimum required rate for pelingces.
No bandwidth is reserved for BE traffic. This basic algorithm is combined aviglnard channel
policy and a proportional bandwidth borrowing scheme. Indeed, adgtlennel corresponding
to n% of the channel capacity is reserved for handover connections. dImesv connection is
blocked if the available bandwidth is less th@m% while a handover connection is blocked only
if no bandwidth is available. A proportional bandwidth borrowing schemeied when the
required bandwidth is not available. The BS borrows from connectiaving the same or lower
priority than the new/HO connection. The connection that occupies modbnidih lends more
to the admitted connection.

4.2.1.3 Bandwidth stealing

In [49], Jianget al. combine an uplink scheduling algorithm with a CAC policy, both based on
a token-bucket approach. In the proposed CAC, each uplink ctiands characterized by two
parameters: a token rateand a bucket sizg;. rtPS flows, however, have an extra paraméter
corresponding to their delay requirement. In order to avoid starvatioonélasses, the authors
define a threshold capacity per service type. Thus, a class using nmoheidéh than its dedicated
threshold has less chances to use the remaining uplink capacity.

When an SS attempts to establish a new service flow—with parameieérsandd; (for rtPS
flows)—uwith the BS, the proposed CAC algorithm is applied as follows. Ifégeired bandwidth

is less than the remaining uplink capac@.,...», the flow is accepted. If not a "bandwidth
stealing" strategy is applied. First, if connections belonging to lower clasthes the new one—
are using more bandwidth than their respective thresholds, then the weus faccepted if the
sum of this extraC;, and Cy¢qin IS greater than or equal to its bandwidth requirement. If not,
the capacity occupied by connections belonging to the same class of thenagsvahecked. If it

is greater than its threshold, then the new service request is rejectent, & Imandwidth stealing

is attempted from connections belonging to higher classes. This last stegpsiblpaonly if the
capacity of these higher classes exceed<{by> 0) their thresholds. €y 4+ Cr + Cremain 1S
greater than or equal to the new flow bandwidth requirement, then the nevs #ccepted. If not,

it is rejected. Note that stealing bandwidth from non-real-time classes (BE@&RS) amounts
to decreasing their capacity, while for real-time classes it consists in degréur; of some of
their connections to.r; (0<c<1).
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4.2.2 CAC schemes without degradation strategy

The hierarchical uplink scheduling algorithm proposed in [13] by Woaxdhawatet al. and
introduced in Section 4.1.1.2 was combined with a conservative tokentboaked admission
control module. Indeed, no graceful service degradation of existingextions is foreseen by
authors to accept a new flow. Thus, a new connection is accepted oflyitifwill receive QoS
guarantees in terms of both bandwidth and delay—for real-time flows—auttig(0S of existing
connections is maintained.

Unlike most of the works where the admission control decision is only basdzhodwidth
availability, the CAC algorithm proposed by Chanditzal. [50] takes also into account the delay
and jitter requirements of the service flows. Because the connectiongliffevent QoS require-
ments, an hyper interval (HI) is defined to test the admissibility of the requiésepresents the
interval within which the admission process is performed. The authorsveowensider the delay
and jitter requirements for UGS, rtPS and even nrtPS connections whichamsg the blocking of
an nrtPS connection for instance just because the jitter requirement—whiatnscessary in this
case as can be seen in Table 3.1—cannot be satisfied. Also, Clediadiaclude in their scheme
a bandwidth estimator agent that is responsible for monitoring the queue &rgath rtPS and
nrtPS connections and estimating the bandwidth needs based on the instasmaoye in the
gueue length. Indeed, the authors define a "configurable thresBd1d},,. according to which,
the bandwidth is requested as in the algorithm shown in Figure 6.

Algorithm 6: Configurable threshold algorithm [50]
1 Begin
if ((minrate < BR) and(BR < BW,,)) then
L Bieq < minrate
4 else if((BWu, < BR) and(BR = maxrate)) then
5 | | Breg¢ BR

else if(maxrate < BR) then
L Byeq < mazxrate

where: BR andB,., stand for the bandwidth requirement, and the bandwidth request, respec-
tively.
In [50], the main objective was to ensure QoS guarantee, in terms of lidthddelay and jitter.
However, only the acceptance ratio was considered to evaluate thenpainice of the proposed
solution.

4.2.3 Other CAC schemes

In this section, we introduce some CAC algorithms that have addressed $dneeaspects that
have not been (or at least not well) investigated in previous works.fifldtewo works [51, 52]
have addressed one of the challenges that we have mentioned in Sectien @&C-PHY cross-
layer capability, or more specifically the possibility for a SF to change the profile (mainly the
MCS)—also known as the AMC capability. We have also chosen to introdecediks done by
Yang and Lu in [53, 54] because, unlike the other works presentecuiqus sections, they have
proposed a CAC scheme specifically dedicated for real-time video applications
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4.2.3.1 AMC-induced CAC:

[51] is one of the rare works, addressing CAC in 802.16 networkstaRatinto account the AMC
aspect. Indeed, Kwoet al. propose an AMC-induced CAC, for IEEE 802.16 networks, that
incorporates the modulation type into the CAC process. The work has tleengeseralized to
AMC networks in [55]. The proposed CAC scheme is based on a Mankawizdel that consid-
ers handoff and new connections as well as connections whose moduhatinges. The model
however supports only two types of modulations and is built based on thmpsen that all the
connections have fixed and equal bandwidth requirements which limits its alpifitic

4.2.3.2 CAC for real-time video applications:

Some CAC solutions existing in literature, have been proposed for a spgeadiof applications.
In [53] and [54] for instance, the authors have taken advantage oéghearity and periodicity of
real-time video traffic to propose a CAC process that particularly fits viggetiaations. Indeed
the authors have tried to overcome the time-varying bit rate behavior of wd#ics by taking
advantage of their group of pictures (GOP) structure—identified by aeseg of I, P and B
frames. The main idea consists in avoiding the case where | frames—2 to 10bigges than
B and P frames—of several flows are transmitted too close to each otlen®efdre, the authors
have defined a pending period during which the CAC module tries to findmeptione to admit
the incoming flow. To fix this proper time, a coordination with | frames algorithmeitnéd to
detect and avoid any I-frame superposition—and thus delay violation—ekeatithe ongoing flows
and the incoming one. A non-I-frame coordination is then applied. This stepta place the
I and non | frames within their delay bounds. If the CAC is able to performdtép, and this
before the pending period expires, the flow is admitted otherwise it is rejedieel amount of
data corresponding to non-I frames is computed based on an estimatiom-bframe rate.

In order to maximize the throughput and minimize the difference of delay batadmitted flows,
the authors have combined their CAC with a scheduling algorithm. Indeed adtdding time
(LST) algorithm is defined and compared to the EDF algorithm used for icstar{13, 14]. The
main limit, which is also the advantage, of this solution is that it only addressesc#isfkind of
application: real-time video.

Table 4.4 summarizes the different aspects taken into account in the CAGsate presented
in this section. It mainly highlights the criteria (data rate, delay, jitter) basedhictmthe decision,
of accepting or rejecting a connection request, has been taken. Ihalss sihether a degradation
and/or a guard channel technique has been adopted by the propdSestieme. Note that we
insisted on dedicating a column to AMC even though it has been considelgihdbl, 55].
Indeed, we believe that it is a key feature that should not be ignored indimssion control
process.

4.3 Conclusion

This chapter presents the state of the art of scheduling and CAC algoritinlS8EE 802.16
networks. This survey is by no means an exhaustive compilation of thesveatitressing this
topic. Yet it describes, classifies, and compares scheduling and G0gals.

In the last few years, this research area has been intensively invedtayad a lot of progress
has been done. It is true that CAC and scheduling in wireless netwaekdaassical problems.
However, the comparative study presented in this survey shows th&jXdAX networks, there
is still room for improvement.
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Data | Delay | Jitter Degradation Guard channel/ AMC
rate policy Capacity Thresholds

[45] v — — v — _

[47] — — — v v —

[50] v v v _ — _

(48] v — — v Vo —

[54, 53] (for video) v 4 _ _ _ _
[49] v v — v v _

[46] v v — v — —

[51, 55] v — — — A v

* stepwise degradation policy, ** for UGS connections, *** fa handover connections

**+* for handover and modulation changing connections

Table 4.4: CAC in IEEE 802.16 PMP mode: a comparative table

From the scheduling algorithms proposed in literature for IEEE 802.16 nletwae would
notice that the main challenging problems that arise when trying to develop a@@&cheduling
strategy are:

e to make a trade-off between an efficient solution, that would take into atdbha QoS
requirements of the different applications, and a simple one that would benraptation-
friendly and less time consuming.

e to make a compromise between fairness and channel utilization. Indeed pivamity to
users having better channel conditions would increase the channeltigilizaevertheless,
it would be unfair to other users experiencing lower channel conditions.

¢ to make a choice between an optimized solution that targets a specific kindlichipps
(like real-time video in [54, 53]) and takes into account its specific needsaanore gen-
eral, yet efficient and less complex, scheduling policy that would addreterogeneous
types of traffics.

e to take advantage of the adaptive modulation and coding (AMC) capabilityedehy the
standard when proposing a new CAC solution, like it has been propogdé8]initem to
consider the possibility of an adaptive DL/UL bandwidth allocation, as intedun [7, 9],
in order to make an efficient use of the resources and handle unbélaatfe.

Most of these issues are addressed in our solution described in Chaplare a min-max
fairness admission control is adopted and combined to an adaptive DLHgdgling algorithm.




96 4. SSHEDULING AND CAC IN WIMAX N ETWORKS: A SURVEY AND TAXONOMY




97

Chapter 5

Adaptive Scheduling with Max-Min
Fairness Admission Control

IEEE 802.16 BWA technology is emerging as a promising solution that pro@d&sguarantees
for heterogeneous classes of traffic with different QoS requiremeihdsvever, despite includ-
ing the possibility of QoS support, 802.16 MAC protocol does not includeraptete solution
to offer QoS guarantees for various applications: resource managemeischeduling still re-
main as open issues. In this chapter, we propose a new QoS architectBidP 802.16 systems
operating in TDD mode over WirelessMAN-OFDM physical layer. It includesall admission
control (CAC) policy and a hierarchical scheduling algorithm. The pseddCAC policy adopts
a Min-Max fairness approach making efficient and fair use of the avail@sources. The pro-
posed scheduling algorithm flexibly adjusts uplink and downlink bandwidtleteesunbalanced
traffic. This adaptive per-frame uplink/downlink allocation proceduresakto account the link
adaptation capability supported by WiIMAX and the data rate constraints offtaeedt types of
services. Through simulation, we reveal the efficiency of the propGsé€tischeme and show that
our scheduling algorithm can meet the data rate requirements of the sclgeskrlices specified
by the IEEE 802.16 Standard. The CAC and scheduling proceduresopese are described in
Section 5.1. In Section 5.2, we provide simulation results of our proposaallyisection 5.3
concludes the chapter and gives the possible extensions of the pdeaenie

5.1 Uplink and downlink scheduling

In this section, we present our scheduling proposal. First, we desbab@erarchical scheduling
structures proposed for BS and SS. Then, we detail step by step #audioly algorithm. Finally,
we explain the idea of our Min-Max admission control policy.

5.1.1 Hierarchical scheduling structure

As a starting point, we can consider the two-layer hierarchical schedstlingture proposed by
Chenet al[7]. In first layer scheduling, the authors have suggested two polities first one is
a transmission direction based priority where they choose to attribute to Dihartpgority than
UL. The second policy is a service class based priority applying the folgppa@hhemertPS >
nrtPS > BE. Additionally, the authors have then combined these policies using a striatyrio
scheme which assigns strict priority from highest to lowest &oL,;ps, UL,tps, DLymtps,
ULpips, DLpE,
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and ULgg. For DL and UL UGS connections, they have chosen to apply a fixedvidtid
allocation strategy. In second layer scheduling, they have proposedets Deficit Fair Priority
Queuing (DFPQ) algorithm. In the scheduling structure we propose, mgecee the hierarchical
aspect of scheduling while avoiding the use of cyclic algorithms like DFPQd&t&led to folow
this path because in more realistic contexts, the BS does not dispose ghetimoe to perform
such a cyclic scheduling algorithm. We also have a distinct hierarchicahization than the one
proposed in [6]. Fore each level of the hierarchy we decide between:

1. DL and UL: we give a higher priority to downlink for the same reasornergby Chenret
al [7]. Since we are in the context of a PMP architecture, all the transmissmns via
the BS which is responsible for relaying data between SSs. Also some dippiscsuch as
HTTP and SMTP require more bandwidth in the downlink.

2. UGS, rtPS, nrtPS and BE: We may combine these two levels as propogéf ket us
nevertheless note that we prefer applying the same scheme for UGS tioneeThe mo-
tivation behind this choice is avoiding resources wasting since it is nosgageto grant a
fixed amount of bandwidth for DL UGS connections; the BS is able to adejgjrint to the
current needs of each DL UGS connection.

3. Connections having the same scheduling service: since bufferggarézied on connection
basis, it is important when performing scheduling to know which connectiould be
served first. Yet, that does not necessarily mean that all the packets obtinection would
be served first since other factors such as QoS requirements andé#itritd bandwidth
should be considered too.

(&) how to choose between two UGS or two rtPS connections: for both W@3taS
scheduling services, we can just adopt a random approach.

(b) how to choose between two nrtPS or two BE connections: for these e dfy
scheduling services, we can take advantage of the Traffic Prioritynedea specified
in the service flows associated to each nrtPS and BE connection, as shdalle
3.1.

4. Packets waiting in the same connection queue: not to make the schedoliegyore more
complicated, we suggest to use FIFO discipline to schedule packets bgjdadghe same
connection.

As for the SS, the scheduling procedure is easier since the only comeetdibe managed are
those established with the BS in the UL direction. However, as far as thewstus concerned
the two scheduling procedures are quite similar. Indeed, the SS followsltbwihg scheme for
UL connectionsUGS > rtPS > nrtPS > BE. The scheduling choices we made for the BS at
connections and packets levels remain the same for an SS.

Recall that in addition to data transmissions, both BS and SS are asked tlulscMAC
management messages. Also the BS is required to poll SSs having at lke&sjrtidS connection,
while an SS has to inform the BS of its bandwidth requirements. All these ésatwe considered
in our proposal.

5.1.2 The BS scheduling algorithm

For the BS, the scope behind the scheduling procedure is to allocate the avhount of band-
width available during a frame time interval. Therefore, all the transmissidaiedeto payload,




99

management messages or even gaps and preambles should be elablznatelgt pnd reported
in DLFP, UL-MAP and optionally DL-MAP messages. Note that the BS perfothe following
scheduling procedure at the beginning of each frame interval.

Now, we will describe step by step how this can be possible. We will explam dwthe
components—at the BS—interact to accomplish the scheduling procedure.

5.1.2.1 Step 1: Initialize the available time

Initially, the BS Schedul er disposes of a duration equal to the frame time interval—10 ms for
example. The scope of this step is first to calculate the time duration cordisgdo what is
fixed size and should necessarily be sent during the current frameahtand then to subtract
this duration from the frame time interval to know exactly how much time remainseriRej to
Figure 2.2, what should be deducted at this level corresponds to the tincatatloto TTG and
RTG gaps, bandwidth request and initial ranging request intervatpfeamble, and DLFP. Note
that all these durations are multiples of the OFDM symbol duration; in othedsymo need to
perform padding.

So, we updatéy,, as follows.

(long)
Tow = Tf'rame - (T +lefp+Tttg

pream

+ T + TS + Tog )
Note that the notations and parameters used in this chapter are the santedrgpGhapter 2.

5.1.2.2 Step 2: Plan the first burst

Recall that DL bursts are transmitted in order of decreasing robustndgbat the first one con-
tains broadcast MAC control messages. We have specified also thanbmtission of DCD and
UCD messages is not mandatory unless when at least one of their pasaimejstated or when a
DCD Interval or an UCD Interval, respectively has elapsed since thertrission of the last DCD
or UCD message, respectively.

To make things easier, we suppose that the transmission of two DCD or twan#sBages is
spaced by a DCD Interval or UCD Interval, respectively. That is totkatduring these intervals
the parameters values of DCD and UCD messages are kept unchangBd.-MAP message, we
can apply the same assumption. Since there is no need to send a DL-MARyenesksss there
are more than four DL bursts—corresponding to four different bpirstiles—or unless a Lost
DL-MAP Interval has elapsed since the transmission of the last DL-MAPRsayes For sake of
simplicity, we assume that we do not exceed four burst profiles on DLidrc#se, only DLFP is
needed to describe the location and profile of DL bursts and one full BIRMhust be broadcast
in the first burst within the Lost DL-MAP Interval, as it is specified in [1].

Once the first burst is planned,, parameter should be updated as follows (c.f. Chapter 2):

. Lbst[” + Lpad[l]
Lsyml[1]

Tav = Tav * Tsym

Note thatT,, must always be a multiple of an OFDM symbol duration.
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5.1.2.3 Step 3: Proceed in accordance with the scheduling structure

After calculating the time it disposes of for DL and UL transmissionsB&eSchedul er per-
forms scheduling taking into account the hierarchical scheduling steudescribed in Section
5.1.1. Indeed the first service type to consider is UGS and more specititallyGS DL connec-
tions. For each scheduling service e Grant Al |l ocator orUL Grant All ocator
—depending on the connection direction—proceed as follows:

Determine the number of packets to serve per connection In order to determine this number,
we need the following parameters:

Sgmn: Size (in bytes) of a generic MAC header.
Sprn: Size (in bytes) of a bandwidth request header.
Scre: Size (in bytes) of a CRC field.

Sulmap_ic- Size (in bytes) of an UL-MAP IE.

Consider the following parameters associated to a given conneition

nf the number of packets of connectigthat are transmitted during thi#& frame interval.

Nij : the number of packets of connectigrthat are transmitted during thelast frame
intervals.

R}t the Maximum Sustained Traffic Rate of connectjon

Rf;m: the Minimum Reserved Traffic Rate of connection
RJ: the rate to be considered during the scheduling procedure;}vml;l <RI < R

R corresponds to the maximum actual rate at which the connection may be allowed
transmit its data. This parameter is calculated byAHei ssi on Control Modul e

in such a manner that allowing the considered connection to transmit at thigoale not
affect the QoS of existing connections; For UGS and BE connecfiddns Rﬁnax; further
details on how this parameter is computed are given in Section 5.1.3.

R{: the amount of requested bandwidth (bits) for connecjiomhis request is sent during
the (i — 1)* frame interval in order to be satisfied during theframe interval. This param-
eter includes payload and MAC overhead but not physical one. Téefuhis parameter is
meaningless in the case of a UGS connection.

Q{: the number of packets that are waiting in the queue of connegtidrhis parameter
concerns only DL connections.

Sprt: packet size (in bytes).

In the beginning of each frame intervalthe number of packets to transmit per connection
should be calculated giveN; ;, R’, S, and possiblyQ? when is a DL connection orz/
whenj is a non-UGS UL connection.

To computen?, we shall consider the three following cases:
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e Case 1:jis a DL connection
The ideais that th®L Grant Al | ocat or tries to offer to connectior the possibility
of transmitting a numben of packets big enough to guarantee for connecjioeaching
the maximum rate allowed by th&lni ssi on Control Modul e. Of coursen’ sould
not exceed the number of packets waiting in the queue of connettidote that this is
applied even for UGS DL connections in order to avoid potential bandwidsting.

; RI xix , ;
i . frame N J
n; = min (’VSpkt + 3 -‘ N;_4, Ql> (5.1)

e Case 2:j is an UL UGS connection
Since we are considering an UGS connection—in which case the Maximusairg e Traf-
fic Rate corresponds to the Minimum Reserved Traffic Rate and also to theoraxate
allowed by theAdmi ssi on Control Mdul e—theUL Grant Al ocator should
offer to connectiory the possibility of transmitting a number, of packets big enough to
guarantee to connectionto reach the Maximum Sustained Traffic Rate specified in its
service flow:

; Rhaw % i%T ;
j max frame | J
nl = |V St 8 “ N, (5.2)

e Case 3:j isanon-UGS UL connection
Unlike the previous case, the bandwidth requirements of non-UGS ciiomemust be ex-
plicitly formulated by the SS Scheduler—more specifically by Bvé REQ Manager —
which has a more accurate perception of the UL queues status. Thisidémdyguest, cor-
responding here to the parameferq/, is formulated during the (i-1) frame interval and
represents the amount of bandwidth needed duringtthfeame interval. However, thBS
Schedul er must check whetheReq] exceeds what has been fixed by i ssi on
Cont rol Mbdul e; in which case, th&JL Grant Al | ocat or performs shaping by
choosing the minimum between what has been requested BgtHachedul er and what
would normally be planned by thBS Schedul er in order to guarantee the maximum
rate allowed by thédni ssi on Control Mbdul e for connectionj for thei last frame
intervals:

nz = min ( Req; , [R] i Tfmme—‘ - Nij_1> (5.3)
ngh + Spk:t + Scrc Spkt * 8
Calculate the resulting overhead and check the availability of bandwith  The scope of this
step is to calculate the overhead that would result from the transmissignpafckets of a given
connectionj and then to check if the remaining bandwidth allows such transmission. Suthais
the transmission must occur during butst
Let us consider the following variables:

o tmp_Lys|k]: @atemporary variable used to estimate the valubyef k] if the nf packets are
transmitted.

o tmp_Ly.qk|: @ temporary variable used to estimate the valué,Qf[£] if the nf packets
are transmitted.
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e tmp_T,s|k]: atemporary variable used to estimate the duration of luifshe nf packets
are transmitted.

To calculate the overhead resulting from the transmission{qjackets, we should consider the
following two cases:

e Case 1: jis an UL connection whose SS has not received any grantiihg the current
frame

In this first case, an UL-MAP IE should be addressed to the consi&S3esince receives an UL
grant for the first time during the current frame. Yet, adding an IE to theMAP message would
impact the length and the number of padding bits of the first burst as follows:

tmp_Lbst[l] = Lbst[l] + Sulmap_ie

tmp_Lpaq[l] = compute_pad(tmp_Lys[1], 1)

compute_pad() is a function that returns the size of the necessary padding when ge/paytoad
size of a burst and its index—to get the number of bits per symbol assotieteat burst.

As itis the first UL grant to be addressed to the considered SS, we shdd short preamble
to burstk for PHY synchronization (see Figure 1.1). Yet, since a short preamiskgidn corre-
sponds to the duration of one OFDM symbol, we can just add the number gfdritsymbol to
the corresponding burst length:

tmp_Lbst[k} - ) Lbst[k] + Lsym[k]
+ TL‘Z * (ngh + Spk’t + Scrc) * 8

The duration of bursk is given by:

tmp_Lypgt k] + tmp_Lygalk
tmp_Tbst[k] = ’ t[L} [k] P d[ ] * TSym
sym

Once the overhead that may be introduced by the transmiss@rpafckets is calculated and once
the duration of the associated burst is known,the G ant Al | ocat or executes Algorithm

7 to check whether it is possible to send thegg@ackets while taking into account the remaining
time.

Algorithm 7. Compute overhead: Case 1

1 Begin

2 if (Taw + Tpse|k] — tmp_Tyse[k] + Tost[1] — tmp_Tys[1]) > 0) then
3 Lpad[k] — tmp_Lpad[k]

4 Lbst[l] < tmp_Lbst[l]

5 Lpad[l] A tmp_Lpad[l]

6 N; Nij_1 + nf

7 Tav < Tav + Tbst [k] - th_Tbst[k?] + Tbst[l] - th_Tbst[l]
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e Case 2: jis aDL connectiort or an UL one whose SS has received a grant in the current
frame
In comparison to what was specified in the first case, there is no need icadesto add
neither a preamble nor an |IE in the UL-MAP message.

tmp_Lbst[k] = Lbst [k] =+ nz * (ngh + Spk:t + Scrc) * 8

tmp_Lpaqlk] = compute_pad(tmp_Lps k], k)

Like in the first considered case, after estimating the overhead that wesidt from the
transmission of:] packets, thedUL/ DL Grant Al | ocat or —depending on the connection
direction—executes Algorithm 8 to check the remaining time makes it is possible ratipa
transmission of these! packets.

Algorithm 8: Compute overhead: Case 2

1 Begin

2 if (Taw + Tost[k] — tmp_Tpse[k]) > 0) then
3 Lyst[k] < tmp_Lyst[k]

4 Lpadlk] < tmp_Lypaalk]
5

6

N} « N7, +n!
Tav — Tav + Tbst [k] - tmp_Tbst[k]

5.1.2.4 Step 4: Share bandwidth and plan transmissions

Once the number of packets to be scheduled and the resulting overleedetermined, th&S

Schedul er plans the data transmissions as well as DSx messages and polling opportunities

decided by th®Sx Manager andthePol | i ng Manager , respectively. It then equally shares
the remaining bandwidth (if any) among the SSs in terms of OFDM symbols in ordefotd
padding. SSs having only UGS connections are not concerned by this gince their needs
are wholly satisfied. Based on all these scheduling decision&3h&chedul er generates the
DLFP and UL-MAP messages and broadcast them on the downlink.

5.1.3 Admission control policy

The purpose behind adopting an admission control policy is to satisfy ther€@p@ements of
new service flows while respecting the QoS constraints of existing connsdiad trying to be
as fair as possible when granting resources. In order to simplify the admisantrol algorithm,

we will only consider active connections; so no bandwidth will be restoregranted to prepro-
visioned or admitted service flows.

As mentioned in Section 5.1.2, the rate to be considered in the schedulinglpreeeand which

corresponds to the maximum rate allowed for a given connection—is comguitied) the admis-
sion control time period. This rate is determined in such a manner to:

!Since the DLFP message has a fixed size, addressing a grant to a Méction does not imply any modification
for the first DL burst.




104 5. ADAPTIVE SCHEDULING WITH MAX-MIN FAIRNESSADMISSION CONTROL

e guarantee at least the Minimum Reserved Traffic Rate for all accepteections;

e make efficient use of current available resources; this use shouldadpgea to channel
conditions;

e try to be as fair as possible when it is necessary to degrade or amelior@e$haf existing
active flows.

Based on these criteria, we define first when the admission controldanezehould be applied
and then how the maximum rate to allow for each rtPS and nrtPS connectionsnaynputed.
Actually, the admission control mechanism is performed when an SS or a B$p&tt® establish
a new active connection and also when an SS uses either a more or alestsDb or UL burst
profile. The motivation behind considering these two latter cases may baredplas follows.
When an SS uses a more efficient burst profile, this means that it will nesditee and thus
less resources to keep the same rates. The admission control policy 8teutdake use of this
extra bandwidth and try to share it among existing active flows and hencevmibreir respective
maximum allowed rate, corresponding to paramété see Section 5.1.2). In this case the pur-
pose behind applying the admission control mechanism is not acceptingcing a request but
updating theR’ parameter (of polling connections) to be used during the schedulingcaneee
This corresponds also to the case when an active connection is deldted.a SS should use a
more robust MCS, this may affect existing connections since the SS woedbinere resources to
keep the same rates. Therefore, the admission control mechanism sdistdisute the available
resources (recompuf@’) and reject if necessary one or more connections.

The admission control mechanism proceeds as follows:

e It accepts all BE addition requests since they don’t have any Qo0S esoeiitts.

e It checks whether it is possible to guarantee the Maximum Sustained TRatiécfor all the
considered non-BE connections: existing connections and the one attgngobe estab-
lished. To do that, :

— it first computes the ceiling numberof packets to serve per frame for each connec-
tion. This number is computed based on the Maximum Reserved Traffic Retiéiep
in the SF associated to connectignThe number of packets is given by:

R%um: * 1 % Tframe
n =
Spkt * 8

— then it calculates the overhead resulting from the transmission of thesekets based
on the same approach applied for scheduling. Nevertheless, in ordmilitate this
step, we assume that all the active SSs (having at least one conneetammihg to the
network receive grant in each frame. In other words, the UL-MAP ages# consider
when computing the resulting overhead contains as much Data Grant |EEsastber
of active SSs. This implies a fixed-size UL-MAP message and then a fixegart
for MAC management messages; we also consider the worst caseponulay) to the
case where full DCD, UCD and DL-MAP messages are sent in the coadifiame.
Furthermore, ifj corresponds to an rtPS connection or an nrtPS, we should also take
into account the amount of bandwidth necessary to poll the associat@th&golling
period to consider here is the same considered bydid i ng Manager . If the
available bandwidth allows such grants—for all the considered conneetititen the
new connection is accepted aRd corresponds t@t},.., otherwise:
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Connection parameters Simulation Time (frame interval)
R)ax R . Spre | 0-500 \ 500-2000 2000-5000
(Mbps) | (Mbps) | (B) UIUC = QPSK1/2 | UIUC = 16-QAM 3/4

DL UGS 6 6 1500 Vv vV vV
UL UGS 2 2 1500 vV vV
UL rtPS #1 4 2 1500 vV v Vv
UL rtPS #2 5 1 1500 V vV V
UL BE 1 0 1500 Vv v vV

Table 5.1: Single SS Scenario parameters

x It checks whether it is possible to guarantee the Minimum Reserved TiRadfe
for all the considered non-BE connections. This step is performed simidetthe
previous one, just replacingfmgC by Rim.n. If it is not possible, the connection
addition request is rejected, otherwiBéis set tor? . and:

x If there is a remaining amount of bandwidth, it is shared among existing rtPS
and nrtPS connections since only these services have specific Qo meejuts
and may have better rates than the Minimum Reserved Traffic Rate. Intorder
avoid padding, the sharing will be made in terms of OFDM symbols. Moreover,
trying to be as fair as possible, we adopt a Min-Max weighted fair allocation to
share the remaining bandwidth. The proposed Min-Max mechanism cogside

the channel conditions experienced by each SS—associated SFssidnyiras
weights inversely proportional to the efficiency (number of bits per syndiahe
corresponding MCS. Each (n)rtPS SF is then allocated a percentageilabée

OFDM symbols based on a normalized weight. Further, the remaining bandwidth

is redistributed among unsatisfied (n)rtPS flows according to their new tinetha
weights. The process continues till no bandwidth is left.

The graph in Figure 5.1 illustrates the admission control policy explainedeabov

5.2 Performance analysis

In this section, we present two simulation scenarios to study the efficierttyagmess of the
proposed admission control and scheduling solution. The goodput is theparameter targeted
in these scenarios; it is studied under different conditions and netvarrfigarations. Simula-
tions were carried on MATLAB and address systems operating in TDD meele/direlessMAN-
OFDM physical layer. In the considered scenarios, we study the mpeafece of the proposed
CAC and scheduling solution for different scheduling services in a n&timgolving one or mul-
tiple SSs using the same or different MCSs. In order to test to which extamdvthe system
adapt its grants to the network conditions, we have split the scenarios iféedif configuration
phases each corresponding to a specific set of connections antetbanditions.

5.2.1 Scenario 1: Single SS scenario

In this scenario, we consider a basic network structure composed d3®rad only one SS.
During the first interval, corresponding to 500 time frame intervals, the B8lehes with the BS
one UGS connection, two rtPS connections and one BE connection. TalpeeSents the main
parameters of each connection: the maximum sustained traffic rate, the minesamed traffic
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BE? Yes

No

Rmax can be guaranteed for all Yes— Afcept
connecti R = Riax
ions
No
min Can be guaranteed for al | ]
connections No-  Reject

Yes
|
Accept

R =Rmin
For all connections

Remaining bandwidth ?

Yes
1
Share remaining bandwidth among
rtPS and nrtPS connections
(Min-Max fairness approach)

Update R for rtPS and
nrtPS connections

End }

Figure 5.1: Min-Max CAC Policy

rate and the packet size. The MCS used by the SS during this first time Ine@SK 1/2.
During the second time interval (see Table 5.1), the SS establishes a newdd@&ction with
the BS. The reason to introduce a new UGS connection is to test the efficird¢he fairness of
the proposed CAC module and scheduling algorithm and to see what wotlld mpact of such
event on the QoS of existing connections. During the last time interval cenesidhn this scenario
(from the 2008 to the 5008 frame), we suppose that the SS has better channel conditions and
may use a more efficient MCS (16-QAM 3/4). The motivation behind this is tohi@stwould
the BS and SS Schedulers adapt their grants to the new channel condittbteke advantage of
this extra bandwidth. Note that we have chosen to generate the trafficragttieum rate for the
three services in order to make sure that obtained results are due to d¢akellgndp policy and not
to the way the traffic is generated.

Figure 5.2 presents the goodput for each connection. Let us fosterithel Stto 500" frame
interval. As shown in Figure 5.2, the four connections configured in thisviatare accepted by
the CAC module; the UGS connection is granted the maximum (which corres@dsal to the
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minimum) traffic rate specified in its service flow. The two rtPS connectionggharremaining
of the bandwidth quite fairly considering the minimum rate specified by eacleati.tiHowever,
the BE connection suffers from starvation since it has no minimum QoS esqgeitts compared
to the other services. As we can see in Figure 5.2, the new UGS connestatished on the
500" frame interval is accepted by the CAC module and is offered the requitedpacified in
its service flow. This causes the degradation of both rtPS connections pythxamately the
same rate while providing them nevertheless with more than the minimum rate spécifeir
respective service flows. However, this allows the BE connection to obtane grant. The fact
that the BE connection succeeds in having some resources in this interyddarexplained as
follows. During the first interval, the amount of bandwidth remaining afteviding the two rtPS
connections with the rate calculated via the Max-Min algorithm was not entmuggnd a packet
from the BE backlog. During the second interval however, when the @&tetPS connections
have decreased, the reached rates values let sufficient extraiddntiwsend at least one packet
from the BE connection queue. So the packet-based scheduling poliagevenay decrease in
some cases the risk of starvation for BE connections. Let us considethedast interval during
which the channel experiences better conditions. Figure 5.2 shows ¢hsthikduling procedure
we propose dynamically adapts the grants to the new channel conditiomsaked efficient use
of the new available resources. Indeed, rtPS connections as well esrBigction succeed to get

the maximum rate specified in their SFs.

7
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Figure 5.2: Single SS scenario

5.2.2 Scenario 4: Multiple SSs scenario

The network considered in this scenario is composed of one BS and tBeee/® assume that
the three SSs have the same channel conditions and use the same MC&tEhdlye network at
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SF parameters Simulation Time (frame interval)

Rlax (Mbps) | R? . (Mbps) | Sy (B) | 0-1000| 1000-4000| 4000-8000
UGS 5 5 1500 vV v vV
rtPS 6 2 1500 vV N vV
nrtPS 3 1 1500 vV vV V
BE 0.7 0 1500 vV v vV
UGS 2.5 2.5 1500 vV V
rtPS 5 3 1500 vV vV
nrtPS 7 2 1500 vV V
BE 0.3 0 1500 vV vV
UGS#1 1 1 1500 V
UGS#2 3 3 1500 V
nrtPS#1 15 0.5 1500 vV
NrtPS#2 2.5 0.5 1500 V

Table 5.2: Multiple SSs parameters

different time intervals. Each of them tries to establish a set of connectibnghe BS and vice
versa. The parameters of these connections as well as their duragaeparted in Table 5.2.

Figure 5.3 depicts the goodput of each connection during the simulation tirttee finst time
interval (from frame 1 to frame 1000), only SS1 is connected to the BSoisertions are granted
the maximum rate specified in their respective service flows. When SS2 ¢éméenetwork, we
note that SS1 UGS connection conserves the same rate while SS1 rtPSR®domnections
goodputs decrease and reach values a little bit more than their respectiremineserved rates.
Both BE connections succeed however to have the maximum sustained radfispecified in
their SFs. At frame 4000 (corresponding to 40s after the beginning ditmglation), SS3 joins
the network. Only two of the four connections it attempts to establish with the 8 8aepted
by the CAC module. The network has reached its maximum capacity. Indeednaections are
getting granted only the minimum reserved rate and this explains the CAC degiisieraccepting
another connection would have degraded the QoS of existing ones gidtemg UGS and polling
connections, the remaining bandwidth allows nevertheless SS1 and SSihBé&ctions to send
some data.

5.3 Conclusion

In this chapter, we have proposed a new adaptive QoS architectuP&M®i802.16 systems oper-
ating in TDD mode over WirelessMAN-OFDM physical layer. The propaa@thitecture includes
a CAC module and a hierarchical scheduling structure. The CAC modulaveegroposed flex-
ibly adjusts the grants boundaries to the connections QoS requirements whilggrefficient
and fair use of the dynamic channel capacity via a Min-Max fairnessoappr The proposed
scheduling procedure adapts the frame-by-frame allocations to thentngeds of the connec-
tions with respect to the grants boundaries fixed by the CAC module. Thesearies may be set
through a degradation of the ongoing connections rates if the availablgrces are not enough
to accommodate the needs of a new connection for example. This degragatibe handled by
UDP traffic. However, it might cause an uneven behavior for TCP ¢raBpecially under short
round trip time (RTT) conditions. To prevent such a behavior, we can owdur CAC policy
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Figure 5.3: Multiple SSs Scenario

with a TCP-friendly traffic policing mechanism among those available in the litergs6]. A
further challenge we face will be to support bursty traffics and to integtalay constraints in
our proposal. These two shortcomings are addressed in our multi-Gots8aheduling Strategy
(mCoSS) which is presented in next chapter.
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Chapter 6

MCo0SS: a multi-Constraints Scheduling
Strategy for WIMAX Networks

In this chapter, we attempt to assemble the different pieces of the resalocation puzzle of
mobile WIMAX networks by addressing the main scheduling issues that arestitl. d\Ve thus
propose a multi-Constraints Scheduling Strategy (mCoSS) which specifisshbeuling-related
operations at both the base stations and the mobile stations. The propbeddlisg strategy
is described through a set of scheduling algorithms that maximize the qualignote (QoS)
degree of satisfaction for both real-time and non-real-time traffic in termglafycand through-
put. The proposed strategy can be applied to both OFDM and band-AMIM@Fenvironments.
The access to the network is regulated via a traffic shaper that is inspimectie dual token-
buckets shaping mechanism which allows traffic burstiness while proteaimtgact-conforming
connections from misbehaving ones. The dual-bucket mechanism is anbith a two-rounds
scheduling algorithm reflecting the two levels of service to be expecteddhyoemnection. In the
first round, the minimum reserved traffic rate and delay constraints arevhiletin the second
round, fairness among flows is ensured over the remaining bandwidto dugeighted fair queu-
ing (WFQ) mechanism. The bandwidth request and grant policy adopted proposed strategy
takes advantage of the different mechanisms specified by the IEEE 802dr&lard and adapts
the choice of the appropriate technique to the service flow QoS constramht® ahe current
availability of radio resources. Other concerns such as supporting thadmptation capability
and avoiding starvation of best effort traffic are also consideredevituate the performance
of mCoSS, we have implemented the corresponding set of algorithms in QusafiNgator and
compared them to strict priority (SP) and to a variant of WFQ discipline. Tiaiwed results
show a nice tradeoff between fairness and efficiency with a high refpdabe connections’QoS
requirements.

The remainder of this chapter is organized as follows. Section 6.1 explandeéa of the modi-
fied dual-bucket traffic shaping mechanism adopted in our strateggclio® 6.2, we provide the
details of the proposed two-rounds scheduling approach used by tret/1BS for DL and UL.
The proposed bandwidth request and grant policy is described in the saction. The perfor-
mance evaluation of mCoSS is given in Section 6.3 after describing the OFbagad WiMAX
simulation model provided by QualNet. Section 6.4 concludes the chaptemoyatzing the
main features supported by mCoSS and pointing out the main obtained results.
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6.1 A modified dual-bucket shaping mechanism

In order to provide QoS for different types of flows, it is important to implateetraffic shaping
mechanism to control the volume of traffic entering the network and to isolaltebeleaving
traffics from misbehaving ones. The two main traffic shapers implementatset in traffic
engineering are: the leaky bucket and the token bucket. The leakgtpickides a mechanism
by which a flow is shaped to be sent to the network at a constant rate. Rdreltacket however,
while providing rate control, allows the traffic to burst up to a configurahiestmold. In order to
accommodate the bursty characteristics of some categories of applicatipetedaoy WiMAX,
we choose the latter mechanism to model our traffic shaper. More splgificause the multiple-
buckets variant of the token-bucket implementation. We associate each Watv two buckets
corresponding to the minimum reserved traffic r&tg; ., and to the maximum sustained traffic
rate R, .. These per-flow dual buckets reflect the lower and upper boursdafritae service to
be provided for each flow. Each bucket has three components: tsizgsa mean rate and a time
interval. Figure 6.1 represents the dual-buckets structure associatexetoiee flow. The first
bucket is characterized by:

e a mean rate, also called committed information réaté i), which specifies the amount of
data that can be sent per time unit on average.

e a time intervalT,, also called the measurement interval; it specifies the time quantum in
second per burst.

e a burst size, also called committed burst siBe)( it corresponds to how much traffic can
be sent per burst within a given measurement interval.

The three parameters are linked as follo@d:R = gf— We setC'I R to the minimum reserved
traffic rate R}, ;,,, and7 to a grant interval, characterizing the flow. For a real-time traffic,
this parameter corresponds to the maximum latdrjgy,. For non-real time flows, this parameter
should not exceed the polling interval (for nrtPS) and might be set to & vkt is a function of
the mean transmitting interval of the flow. The introduction of this parameter idedefirst to
define the frequency of the allocations for each flow and because thdastiadoes not specify
the interval over whichi? , and R¢, . are averaged. This first bucket reflects basically the
service level agreement (SLA) a WiIMAX system is committed to provide fona fReecall that,
as mentioned in Section 3.1, a BS or SS does not have to meet the latencg semimitment
(Lmaz) for service flows that exceed their minimum reserved rate [37].

The second bucket is used to make sure that the rate at which the trafdossnitted stays
within the allowed boundaries; i.e. it does not excé®g, .. As shown in Figure 6.1, the second
bucket is defined through the following components: a mean rate calledseixdermation rate
(FIR), an excess burst size., and a time interval’,. In order to average the rate over the grant
interval of the flow, we consider the same measurement interval. TL.e= T, = Ié,,. More
specifically, for a real-time flow, 7. = 1. = L!,,... Be is configured in such a way that the
maximum burst size does not exceRfl,,, x T.. In other words B. + B, = R: .. x T, which
implies thatB. = EIR x T, = (R!,,, — R .. ) x T.. Note that when the capacity of the buckets
B, or B, is reached, all the extra tokens are discarded. Using the configuratenilted above,
if the buckets are empty at the beginning of the grant interval, the maximurnsizesan be only
reached at the end of the grant interval if no tokens are removed m#anwtore specifically,
if the packets are generatedZa, . in a bursty way (still contract-conforming), they need to be
delayed even if there are enough resources to transmit them sinceréhaceemough tokens in the
buckets. This configuration allows to smooth the traffic and to avoid bottleregdke next hop.
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Figure 6.1: A Dual-Bucket Shaping Mechanism

Nevertheless, it might lead to a waste of resources. For more flexibility cures management
and in order to reach a better frame utilization rate, we choose to implement aedogifsion
of the dual-bucket mechanism previously described. In this modifiedguoation, we keep the
same values of the measurement interfalsind 7., and burst size®3. and B.. Nevertheless,
we consider the buckets full at the beginning of the interval. This coratgur, while bounding
the burstiness to the allowed thresholds, allows it to occur at anytime durirgydhe interval.
Note that for BE connections, the first bucket is empty si6d&? = R' . = 0 and for UGS

g min, )
connections the second bucket is empty sif¢e . = R! . andEIR = R}, .. — R} ... Thus,

the same settings remain applicable to all scheduling service types. Theedapaffic shaping
is combined with a two-rounds scheduling algorithm. More details about théewechanism

are provided in next section.

6.2 A two-rounds scheduling algorithm

The scheduling framework we propose in this chapter consists of thmedders; two running at
the BS: one for DL and one for UL and a scheduler running at the SS$listribute the bandwidth
allocated by the BS among the UL connections. Moreover, the UL schedbleth at the BS and
the SS) rely on a bandwidth request and grant process that allows tioeti@8smit its non-UGS
bandwidth needs to the BS which would decide the bandwidth grants aaglgrdimthis Section,
the three scheduling processes are described. At the beginningdfame, the BS has to decide
about the way of sharing the available bandwidth among active servics.fldlwe scheduling
process we propose consists of two scheduling rounds.

During the first round of the scheduling process, the objective is tortbr@SLA by provid-
ing the minimum reserved traffic rate to non-BE active connections and btingeke latency
requirements of real-time services (UGS, ertPS, and rtPS). The fregaéthese first allocations
is set to the scheduling grant interval of the floﬁg;. Referring to the dual-bucket mechanism
described in the previous section, this first scheduling round is aimed ayieghe first token
bucket of the flows whose grant interval expires in current framevateBy proceeding this way,
we avoid to schedule every single connection at each frame interval wkmieases the over-
head associated to a per-SS access. The algorithms correspondingnplgraentation of this
first round at the BS (DL and UL) and at the SS are provided in Algorith@l@orithm 11, and
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Algorithm 10, respectively. The parameters considered in these algoritatise following:

o U = {ul,u2,...,uu} the set of UGS SFs
o [/ ={el, e2,... ee} the set of ertPS SFs
e R={rl,r2,...,rr}the set of tPS SFs

e N ={nl,n2,...,nn} the set of nrtPS SFs
e B ={bl,b2,...,bb} the set of BE SFs

o T : time frame

e Gri :the amount of bandwidth granted to connectiaturing thel* round of the schedul-
ing process.

e Gri : the amount of bandwidth granted to connectialuring the2"? round of the schedul-
ing process.

e Gr': the amount of bandwidth granted to connectiaturing the whole grant intervdg'r.

e R! . The minimum reserved traffic rate for connection
e R! . :the maximum sustained traffic rate for connection
e Li :the maximum tolerable latency for connection

o Ig,, : the grant interval for connectian

° N;' : the number of packets in connectibgueue
° S; : the size of connectiohqueue in bytes

e 1., . CUrrenttime

e t},. : ime when connectiongot its last grant

The connections patrticipating to the first round of the scheduling praressonsidered in
a strict priority order: UGS, ertPS, rtPS, and nrtPS. Only the amounttef@aforming to the
minimum rate i.e. equivalent to the number of tokens in the first bucket is stdtedfter checking
that there is enough bandwidth to carry the corresponding payloadvanidead. Note that at the
BS side, since different flows may use different MCSs, a translatio76fin terms of time
slots/OFDM symbols is needed to evaluate the remaining bandvidith (also considered in
time slots in this case) (c.f. line 10 of Algorithm 9 and line 9 of Algorithm 11). It isrtvo
mentioning that in this chapter, we consider a DL/UL ratio of 1:1 which is oneeofiyhical ratios
recommended by the WIMAX Forum; unlike in Chapter 5 where the DL/UL wergadyically
adjusted to the traffic characteristics.

After the first round of the scheduling process, a second round istedgoy the possible
availability of extra bandwidth (remaining from the first phase). The objeati this second
round is to share the remaining resources among the different conrsedtiatiis second round,
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Algorithm 9: BS DL Scheduler: 1st round
Return: W the sum of connections weights to be used in the 2nd round

1 Begin
2 W+ 0
3 for(1=0;i<5;i++)do
4 for (j =0;j < Ngp; j++)do
5 Gr] « 0
6 wl 0
7 if (teur — t{gr‘z I;,) then A
. tmp_Gri < min(Sy,
R . x I — Gri)
9 Gr{ + ovhd_avail(l?mp_GT{, MCS(j))
10 BW, + BW, — Gr]
11 t{gr — teur |
w! < min(Sy,
12 ; . , ,
Ripaz % I}y — GTJ) - Gr]
13 Gri <0
14 | W =W 4w
15 | W W+ min(S], Rhaa x Ipr — GrY)
16 | return W

the bandwidth allocation process is performed according to a simple weightepi€uing strat-
egy. The weight of each connection corresponds to the content ofetsequhile not exceed-
ing the boundaries set by its two token buckets. Affet, is decided, an amount of tokens—
corresponding to the payload scheduled in the 2nd round—is remowvedtifre first and then
from the second bucket.

In this second phase of the scheduling process, the BE connectiayigargproportionally, as
much chance as other types of service flows to compete for availablecesovhich could prevent
them from starvation. The remaining needs of each non-UGS connectonthe difference
between the queue size and the allocated grants are then translated imidtfanelquests. The
details of the proposed algorithm are provided for the BS (in DL) and thie 8&jorithm 12 and
Algorithm 13, respectively.

Figure 6.2 illustrates the three possible configurations of the token budkitis end of the
grant interval for a given connectiah after performing the two scheduling rounds. Note that
during the whole interval, the buckets are not refilled. In the first casth, Bluckets are empty
which means that the connection has been scheduled at its maximum sustiiette R . .
When only the first bucket is empty, this means that the connection has tleetuted at a rate
Ru R <= R'< R .. Inother words, the scheduler has managed to meet at least the mini-
mum requirements of the connection in terms of delay and throughput. Thecttsed shown in
Figure 6.2, corresponds to the case where the first bucket is not detp@mpty i.e.R* < R¢ . .
This means that the available bandwidth was not enough to cover the rethgsamnnections
participating to the 1st round of the scheduling process. In the two fisgiscdhe two buckets
associated to the considered connection are refilled with tokens and tiiergeaval is reset. In

the last case however, the same buckets are maintained. Moreovechdifeg, the connections
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Algorithm 10: SS Scheduler: 1st round
Return: W the sum of connections weights to be used in the 2nd round

1 Begin
2 W<+ 0
3 for(1=0;i<5;i++)do
4 for(j;O;j<N§F;j++)do
5 Gr] « 0
6 wl <0
7 if (teur — t{gT > [},) then
o tmp_Gr] < min(Sy,

) Rﬁnm x I!gr _'GTJ)
9 GT{ < ovhd_avail (tmp_Gr?)
10 t‘l]g’f’ <_ tC’U/f’ )
u wl < min(Sy, A

Ripaz % I}y — Grj) - Gr]
12 Gri <0
13 | W =W 4w
.. ((ie RorieN)

14 else if ( j j then

and (teur — t},, + T > Iyy))
15 if (unicast_BR_Opp > 1) then
16 L send_standalone_BR
17 else if(BWr > 6) then
18 /* bandwi dth stealing =/
19 send_standalone_ BR
20 else if (N2, > 1) then
21 | PM_bit + 1
22 | W W+ min(S], Rhaa x Ijr — GrY)
23 | return W




Algorithm 11: BS UL Scheduler: 1st round

Return: W the sum of connections weights to be used in the 2nd round

1 Begin
2 W« 0
3 for(6=0;i<5;i++)do
4 for (j = 0; j < Nip;j++) do
5 Gr] « 0
6 if (teur — t{gr > Ij,) then
, tmp_Gr] + m?n(Req]i,
‘ R‘ann X I;r) — Grl
8 Gr{ + ovhd_avail(tmp_Gr{)
9 BW, < BW, — Gr{
10 t{gr — teur |
" wl — m?n(Reqél, ‘
Rhaz X I}y) — Grl — Grf
12 Gri <0
13 | W =W +w!
(i€ RorieN)
J J
14 else if and(t“”b_ tygr + 15 2 Igr)
and((Ngp == 0)
or (Ngp > 0andPM == 1)))
15 L Unicast_Poll
16 | W W+ min(Req’, Rl X Igr — Gr))
17 | return W

Algorithm 12: BS DL Scheduler: 2nd round

1 Begin

2 W+ 0

3 for(1=0;i<5;i++)do

4 for (j =0;j < Nip; j++)do

. w]
5 tmp_Gri « W x BW,
6 Gr% +— ovhd_avail (tmp_Gr%)
7 BW, « BW, — Gr}

8 Gri « Gri + Gr)
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Algorithm 13: SS Scheduler: 2nd round

1 Begin
2 W+ 0
3 for(1=0;i<5;i++)do
4 for (j =0;j < Nip; j++)do
5 Gr% 0
6 if (w’ > 0) then
v
7 tmp_Gr2 — W x BW,. |
8 Gr) < ovhd_avail(tmp_Gry)
9 BW, « BW, — Gr},
10 Gri « Gri + Gr%
11 if (GrJ > 0ands] > 0)then
12 if (BW, > 2) then
13 L Piggyback_BR
14 else if(Contention_BR_Opp) then
15 L send_standalone_ BR

needs more bandwidth then what is reflected by the content of the filsttoutherefore, at the
beginning of the following fram&; x R! . tokens from the second bucket are marked indicating
that the threshold for the 1st round is not only set by the content of gtdficket but also with the
marked tokens from the second one. The connection participates to thedind of the schedul-
ing process as many times as needed, during the following time frames, till allkbestof the
first bucket and those marked in the second bucket are removed. rilyi@iothat time that the
two buckets associated to this connection are refilled and the grant intergakt. This last case
entails some latency for the considered flow. Nevertheless by shifting thesponding grant
interval, we decrease the chances that the same thing happens agaim (hoedeavy bursts
coincide in the same time frame) especially if the burstiness occurs periodically.

Figure 6.2: A Dual-Bucket Shaping Mechanism
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6.2.1 Bandwidth request and grant strategy

As reported in Algorithms 11, 10, and 13, the bandwidth request and sfrategy we adopt in
this chapter is the following:

e The BS polls individually each rtPS or nrtPS connection whose grant aitenexpiring
within one time frame. These unicast bandwidth request opportunities acatalii(as long
as possible) in the contention interval. if all the slots of the contention inteaxad heen
used, the BS allocates these bandwidth request opportunities in the datatgaval which
would allow the MS to perform bandwidth stealing if required.

e The rest of bandwidth request contention interval slots, if any, areeaded to a group
of MSs. This group consists of all the MSs which have at least one nntlB& @onnec-
tion, which are the only types of services allowed to use group and/odtastbandwidth
request opportunities.

e Note that, as mentioned in the standard, the periodic unicast polling cormand1Ss
which do not have any active UGS connection, unless the PM bit is seedver, because
setting the PM bit to 1 does not tell how many rtPS/nrtPS connections need wlbd, p
we have chosen to interpret it as a request from the MS to have unaradivimlith request
opportunities for each of its polling service connections whose grantvailtes expiring
within two time frames.

e As we have seen in Section 3.1.3, piggybacking is possible only when tpdckmn the
same connection, that is requiring more bandwidth, are transmitted. Trerdfe MS uses
this technique in the second round of the scheduling process when extiomris scheduled
but still has packets in the queues (c.f Algorithm 13 lines 11-13).

The choice of one or another of the available techniques is motivated bytiremed service
type and by the overhead entailed by the use of that technique.

6.3 Performance Analysis

To evaluate the performance of mCoSS, we have implemented the correggpseidof algorithms
under QualNet 4.5 [31] which is the commercialized version of GloMoSim. mCu&Sbeen
compared to SP and to a variant of the WFQ discipline. In this section weifiesag overview of
the features supported by the WiIMAX simulation model proposed by QualNetn, Twe define
the scenarios and simulation settings considered in the performance abafgsésreporting and
commenting the obtained results.

6.3.1 A WIMAX simulation model under QualNet

QualNet 4.5 provides the Advanced Wireless Model Library which ateér®both fixed and mo-
bile WIMAX systems. The proposed simulation model is dedicated to OFDMAebBMP net-
works operating in TDD mode. It supports the five service types UGSSertPS, nrtPS and BE
and several types of bandwidth request mechanisms (polling-basgenton-based and CDMA-
based). Most of the IEEE 802.16 management messages (DCD, UCMAR, DL-MAP, DSx,
etc.) are implemented and several features like the AMC, fragmentation,aakechg are sup-
ported. Nevertheless, some bugs in the fragmentation mechanism (leak iretnesy have been
noticed. We have fixed this bug by correcting the way the queue size isagbdhen a fragment
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or awhole packet is removed from the queue. Moreover, only CBR &@Ridenerators have been
considered when mapping the QoS parameters from application to MAC leediaVW¢ extended
this capability to Super-Application traffic generator which provides mouéhfiley in the flow
configuration. The model provides also a basic admission control meaihanid a scheduling
policy based on a variant of the WFQ strategy, which is different fronotfewe use in mCoSS.
The WFQ variant implemented in QualNet calculates and assigns a finish timentpaaet. In
this calculation, WFQ uses the bit rate of the link, the number of queues, arglzth of each
packet in each of the queues. The WFQ scheduler then transmits thé wébkée earliest finish
time among all the queued packets. Thus, each time a packet is dequeudd;Ghecheduler
recomputes the finish time assigned to each packet which entails a high com@lizdioplexity
and limits the scalability of the proposed approach.

6.3.2 Performance evaluation

Channel Frequency 3.5GHz
Channel bandwidth 10 MHz
FFT size 2048
Cyclic prefix gain 8
Propagation pathloss model Two-ray
BS antenna Tx power 33dBm (=2W)
BS antenna height 32m
BS antenna gain 15 dBi
MS antenna Tx power | 23 dBm (= 200 mW)
MS antenna height 15m
MS antenna gain -1 dBi
Type of antenna omnidirectional
Frame duration 10 ms
DL subframe duration 5ms

Table 6.1: Simulation settings

In this section, we consider the parameters settings reported in Table Grientisned before,
we consider a DL/UL ratio of 1:1 from a total frame size of 10 ms. A simple twopatjploss
propagation model has been used and no shadowing or fading hasdestdered to offer a
"simple” environment for the comparison of the different algorithms.

In the following scenarios, we consider an audio stream of 30 mns coefigagan UL rtPS
connection. The audio frame size is set to 1600 bytes and the numbemudsfiper second
follows a uniform distribution between 10 and 25 fps (frame/second).Qdte parameters of the
considered stream are configured as folli#, ;. = 128 kbps,R;,,, = 320 kbps and,. = 100
ms.

6.3.2.1 Scenario 1: mCoSS shaping capability

In this scenario, we propose to test the shaping capability of our multi-GimstrScheduling
Strategy (mCo0SS). Therefore, we place two MSs at the same distancth@®@® and we config-
ure an audio stream for each MS as mentioned befBfe; = 128 kbps,R!, .., = 320 kbps and
I, =100 ms. While MS1 respects these boundaries, MS2 transmits the audio atraamuch
higher rate varying from 640 kbps to 1.28 Mbps. More than 30 experinfeauws been run to
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Figure 6.3: mCoSS Shaping Capability

MS1 MS2
Well-behaving| Misbehaving
mCoSS 0.255 13.6
WFQ 0.57 0.53
SP 0.57 0.53

Table 6.2: mCoSS Shaping Capability: E2E Delay (sec)

validate the shaping capability of our algorithm and to compare it to the WFQ Rradgsrithms
implemented in QualNet. Figure 6.3 plots the transmission (Tx) and receptiongfs)of both
the misbehaving and the well-behaving traffics for the three algorithms: mGVE, and SP.
The Tx rate represents the rate at which the application is generated attinhilé the Rx rate
is the reception rate at the BS. We can see from Figure 6.3 that for the eleismg traffic sent
by MS1, the three algorithms have almost equal performance in terms oftipotu For the mis-
behaving traffic however, both SP and WFQ allow it to reach more than BE® while mCoSS
forces the traffic to stay within the set boundaries: the reception rate ABtdees not exceed 315
kbps. Tables 6.2 and 6.2 report the obtained E2E delay and jitter for béftbsttasing the differ-
ent scheduling algorithms. As a consequence of the policing/shaping polopted by mCoSS,
the misbehaving traffic generated by MS2 is penalized (in comparison todSR'&®) in terms of
E2E delay since packets exceedir(y,,, are delayed and possibly dropped if their number exceed
the buffers capacity. On the other hand, the E2E delay of well-behavfiig is halved compared
to WFQ and SP. With both WFQ and SP the two traffics experience compar2blddtays; the
misbehaving traffic gets even a shorter average jitter than the well-belteaifig

From the obtained results, we can see that mCoSS is capable of forciffificadratay within
the allowed thresholds and of isolating a well-behaving traffic from a misletane. The
absence of shaping at WFQ and SP has affected the performancdiddtttraffic and could even
have a much worse effect if the second traffic had been generatedtetthat overload the whole
network.
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MS1 MS2
Well-behaving| Misbehaving
mCoSS 22 80
WFQ 69 27.7
SP 69 27.7

Table 6.3: mCoSS Shaping Capability: Jitter (ms)
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Figure 6.4: 2 MSs with 3 Audio streams each

6.3.2.2 Scenario 2: fairness and QoS degree of satisfaction

In this second scenario, we consider the same MSs having each thiestaedms with the same
configuration. Through this scenario, we aim at evaluating, in same ehand traffic conditions,
the performance of our scheduling algorithm in terms of inter-MSs and 8fsrfairness and to
compare the QoS degree of satisfaction of the six connections using teeathogithms. Figure
6.4(a) plots the obtained average throughput of the 1st, 2nd, and &ial stceams (A1, A2, and
A3) of MS1 and MS2. As long as the throughput is concerned, the tHgeeitams offer the
same level of performance. The average end-to-end (E2E) delgittanchowever, experience a
less stable behavior from one algorithm to another as we can see frone$-igd(b) and 6.4(c),
respectively. With WFQ, the E2E delay varies from 35 to 67 ms from ondcgeflow/MS to
another. The same behavior is noticed for SP for which the E2E aveedaysdiary from 30 to
72 ms. mCoSS on the other hand provides lower and much more stable resthis $ix flows
for both E2E delay (around 20 ms) and jitter (less than 30 ms).

Considering throughput, delay and jitter, mCoSS, in comparison with SP aif@l Ybvides
the best and most stable performance among SFs which results in a bett&Hsai@nd inter-MSs
fairness.
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Figure 6.5: 3 MSs with 2 Audio streams each

6.3.2.3 Scenario 3: AMC support

Through this last scenario, we aim at validating the capability of mCoSS ta #uapllocated
bandwidth to the channel conditions of the MS; a capability that is alreadyostgal in QualNet
implementation of WFQ and SP. Since the objective is to test the AMC capability oB8Cue
consider 3 MSs placed at three different positions from the BS: at 1km, 2nd 3 km away from
the BS. These three distances correspond to an three SNR levels mattdiddl WQPSK 1/2),
UIUC 4 (16-QAM 3/4) and UIUC 7 (64-QAM 3/4). We configure two audioeams at each MS
with the same settigs previously specified. As we can see from Figure,8ikgdpr the previous
scenario, the three algorithms have almost equivalent performancesftirdughput. However,
the difference in E2E delay (plotted in Figure 6.5(b)) between Audio 1 amticA2, with SP, is
more noticeable than in the second scenario. Indeed it varies for M&3donple from 35 ms to
more than 100 ms which exceeds the maximum latency of the service flow. ieeb&dnavior is
observed for jitter in Figure 6.5(c).

For mCoSS, the increase of the number of MSs and the use of differe®sM&d almost
no effect on the performance of the algorithm. The same stability of resultssereed in this
scenario which confirms the fairness of the algorithm and its scalability at i@l d¢ least.

The performance evaluation of mCoSS presented in this chapter is by ne c@aprehen-
sive, yet it shows and validates some of the key features supported pydaposed strategy. More
simulation scenarios though—involving more service types—need to be eoedid

6.4 Conclusion

Most of the hierarchical scheduling strategies proposed in the literaidréescribed in Chapter 4
(such as[13, 10, 9]) propose a specific queuing discipline for edwdsiling service type, which
increases significantly the complexity of the proposed scheduling polidikéthose approaches,
the multi-Constraints Scheduling Strategy (mCoSS) proposed in this chapésigaed to be ap-
plicable to all service types. Based on a modified dual-bucket traffiaraipapechanism used for
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all the scheduling service types, mCoSS allies the genericity of the appim#uh specificity of
the configuration since the dual-bucket mechanism is configured onfloperasis.

This shaping mechanism is combined with a two-rounds scheduling strategl veflects (i)
at the first round, the minimum data rates and latency requirements the BS @ dd8imitted
to provide and (ii) at the second round, the efficiency and fairnesseafetsources management
since the remaining bandwidth is shared in this round using a simple WFQ strétegjlocations
should nevertheless remain within the thresholds set by the dual-buej@hghmechanism. The
bandwidth request and grant mechanism adopted in mCoSS is designeckta tredeoff between
increasing the accuracy of the bandwidth needs perception at the Bfarghsing the overhead
associated to frequent unicast polling. Indeed the proposed strdtemates between bandwidth
stealing, piggybacking, unicast, broadcast and group polling, andsthefuPM bit based on the
considered scheduling service type and the available resources.rdpmsed mCoSS has been
implemented under QualNet 4.5 simulator and compared to SP and to a variaftQfoNci-
pline. The preliminary results reported in this chapter validate and confirrehifyging fairness
and AMC support capability of the proposed mCoSS. They also show tirapared to SP and
WFQ, mCoSS provides better and more stable end-to-end-delay and jittempences. More
simulations need though to be carried out to check and validate other aspéices proposed
scheduling strategy.
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Chapter 7

Mobile WIMAX: a V2I
Communications Medium

Intelligent Transportation Systems (ITS) have been under developinesttie 80's as part of a
global strategy for solving many of our modern life transportation probléinese systems enable
people to reach their destinations in a safe, efficient, and comfortablelmayder to reach that
goal, several radio access technologies (RAT) such as UMTS, WiFi,AXilsind 5.9 GHz have
been proposed for next generation ITS.

In addition to the 5.9 GHz, which is dedicated to vehicular ad hoc networksonetywmobile
WIMAX is expected to play a major role in ITS since it is the only mobile broadbacihiglogy
currently in use.

Yet, the coexistence between 5.9 GHz technology, mobile WIMAX, and othienddagies in
the vehicles raises the challenge of choosing the most appropriate Réfdento address this
problem and define optimal rules for the communication technology selectiomparisons on the
network performance have to be done.

In this chapter, we compare mobile WiMAX (based on IEEE 802.16e standadd5.9 GHz
technology (based on the upcoming IEEE 802.11p standard). We investigeough simula-
tion, the potential and limitations of both technologies as a communication medialfmtese
to-infrastructure (V21) communications. The performance of the two Bystis evaluated for
different vehicle speeds, traffic data rates, and network deployments

The remainder of this chapter is structured as follows. Section 7.1 prebentategories of
applications targeted by the intelligent transportation systems. Section 7idgs@n overview
of IEEE 802.11p, and summarizes the main characteristics of mobile WIMAX &n@H8z tech-
nologies and compares them based on several criteria. In Section Fi&gtwefine our simulation
environment and settings and then analyze the results of the performanheation study we have
performed. Section 7.4 concludes the chapter by outlining the main obtasdtsre

7.1 ITS applications and architectures

During the last two decades, several initiatives, like COMeSafety [%if] technical groups sup-
ported by standardization bodies, such as the IEEE 802.11p task §&Juthle 1SO TC204 Work-

ing Group 16 [59] and the ETSI ITS Technical Committee [60] have beeated to solve many
of our society transportation problems. From that perspective, threegatggories of applica-
tions have been targeted: (i) road safety applications, (i) traffic efigi@pplications, and (iii)

value-added applications.
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Table 7.1: ITS Applications categories: examples and requirements.

Application Latency Range Example
category tolerance (delay requirements)
Road Low Local Pre-crash sensing/warning (50 mg)
safety latency range Collision risk warning (100 ms)
Traffic Some latency| Medium Traffic information -
efficiency is acceptable| range Recommended itinerary (500 ms
Value-added | Long latency | Medium Map download update - Point of
services is accepted range interest notification (500 ms)

e Road safety applications: the primary goal of this set of applications is taceechad
fatalities by assisting and warning the driver about the potential risks.caltégjory covers
applications like pre-crash sensing and collision risk warning.

e Traffic efficiency applications: this category is intended to relieve tradffitgestion by help-
ing to monitor the traffic flow and by providing alternative itineraries to devemhese
applications make the transportation systems not only more efficient but atecemaron-
mentally friendly by optimizing routes and decreasing gas emissions.

e Value-added applications: they include on-demand services relatedtainmhent, comfort
or vehicle management. They can be provided either free of chargeafde - which could
help to finance the deployment of such networks. Also, by notifying a @dimterest (e.g.
parking lot, restaurant, etc.), some of these applications may help to save tintieuarto
reduce fuel consumption.

In Table 7.1 we can see that the groups of services presented ab@éifiarent require-
ments, in terms of range, delay, and throughput. Indeed, they covereararide of applications
that vary from "locally" sending a small and urgent message (e.g., im tocddert a driver about
an imminent crash) to updating a map on the on-board device by downloadiggfile from a
remote server. Considering the conflicting requirements of the applicaseves,al ITS architec-
tures have been proposed by vehicular communications initiatives ané@siaation bodies. In
particular, most of them agree on the necessity of having a variety of coioatiom media. The
two architectures, presented in Figures 7.1(a) and 7.1(b), are g pyshe European Telecom-
munications Standards Institute (ETSI) [57], and ISO TC204 Workingi@® [59], respectively.

The possibility of having different communication technologies for vehiccdanmunication
yields to the necessity to understand which is the most suitable in every specifext. Indeed,
since in the near future vehicles will be equipped with different accebsodagies, knowing the
capabilities and limitations of these technologies, and knowing their availabilityeayémportant
factors to make radio access technology (RAT) selection and decideeavtzetertical handover
should be performed to achieve an always best connected communication.

Recently, standardization bodies have given mandate to technical gmdpéine the appli-
cation requirements for ITS applications. Moreover, business modelsendlébeloped to include
the cost and benefit for the user of using a certain technology witheegpanother. The last
piece needed is the performance analysis of the different accessliegies.

Among the communication technologies, in this chapter we propose to compad the
most promising ones: mobile WiMAX (based on IEEE 802.16e standard f@l)tlae 5.9 GHz
technology based on the upcoming IEEE 802.11p standard.
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Figure 7.1: ITS station reference architectures.

IEEE 802.11p-based technology [58] has been developed for thdism®ntext of vehicular
networks. It is expected to be particularly suitable for medium range alagy-densitive road
safety applications. Mobile WIMAX, on the other hand, offers a promisingrai®/e because of
its potential to offer medium to long range connectivity, full support of mobiktygd high data
rates with moderate delay.

Based on these characteristics, the two technologies seems intrinsically owmfdey in
terms of range, data rates and delay. Nonetheless, to the best of aueége, this is the first
time that the performance of the two technologies are compared through simu@tipobjective
is to study the feasibility of both technologies as communication media for vehivet\aorks by
evaluating their performances in the same simulation environment.

7.2 |EEE 802.11pvs. IEEE 802.16e

IEEE 802.11p is an ongoing 802.11 amendment [58] that is aimed at standgrd set of ex-
tensions for 802.11 in order to adapt it to the V2X (vehicle-to-infrastnec¥(2l and vehicle-to-
vehicle V2V) environment.

From that perspective, many phases of the basic 802.11 communicatioogdiat MAC layer
have been eliminated or shortened. Indeed, unlike 802.11, 802.11p athtvems to communicate
in OCB mode i.e. outside the context of a basic service set (BSS), thusraydick latency
caused by the association phase. Moreover, there is no need to scdratime!l since the OCB
communication occurs in a frequency band dedicated to ITS udso, when exchanging frames
in OCB mode, the MAC layer authentication services are not used. Yet, it ipatdlible to have
secured communications provided by mechanisms outside the MAC layer.

At physical layer, the amendment concerns mainly the spectrum allocat&hicWar com-
munications are performed in the 5 GHz range, where one channel isatetlio control and
the others to ITS services. Figure 7.2 illustrates in particular the Europeée ffor the channel
allocation. According to this profile, the control channel (G5CC) is useddad safety and traf-
fic efficiency applications. It may also be used to announce ITS servmaEsted on the service

IA license might be needed for these bands, depending on the regulatogin.
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channels (G5SC1 to G5SC5). The service channels G5SC1 and G5&Q2ed for ITS road
safety and traffic efficiency applications while the others (G5SC3, GE8@455SC5) are dedi-
cated to other ITS user applications. In order to reduce the effectspglBrospread, the use of 10
MHz channels has been adopted instead of the usual 20 MHz used iy180Zonsequently, all
OFDM timing parameters are doubled (e.g. the guard interval, the OFDM syduobation, etc.)
and the data rates are halved (vary from 3 to 27 Mbps instead of 6 to 54)MMworeover, the
European profile requires that ITS stations are able to simultaneouslye@teboth the control
and one service channel. Therefore, two transceivers are neledbis work, we considered the
standard profile of the physical and MAC layers recently proposedli8i B2].
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Figure 7.2: European channel allocation [32].

Table 7.2 summarizes the characteristics of both technologies based mal sgteria includ-
ing the frequency spectrum in use, the medium access tcehnique, anghpoetof security and
QoS.

7.3 Performance evaluation

7.3.1 Simulation environment and settings

For our simulations, we have used the network simulator QualNet 4.5 [31hvidtbe commer-
cialized version of GloMoSim. The Advanced Wireless Library propogeQuelNet integrates a
simulation model for mobile WiMAX with the support of several features sicRldY OFDMA,
PMP and TDD modes, AMC capability, QoS scheduling services, etc. Meless, the simulator
does not include an 802.11p model. Therefore, we have first implememedtessary changes
(as reported in Section 7.2) to existing 802.11a PHY and 802.11e MAC modeidénto adapt
them to 802.11p specifications. Note that we have adapted the power oatisenttter and the
minimum sensitivity of the receiver to what has been specified in [32].

To evaluate and compare the performance of both mobile WiMAX and 802.thpdkgies
in V2I context we have considered a highway scenario. Our studyiedivn three parts. During
the first part we measure the connectivity of the two technologies in ordbtésmine the radio
range between a vehicle and a 802.11p road side unit (RSU), or a WiM&X &tation (BS). In
the second part, we compare the communication performance of the two lagiesan a high-
way segment the length of which corresponds to the coverage of onarBi@ythe speed of the
vehicle. After analyzing the performance of WiMAX, the performance@#.81p is investigated
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Table 7.2: 802.11p vs 802.16e

802.11p

802.16e

Standardization

Draft [58]

Standard [2]

Frequency/ 5.470-5.925 GHz 10-66 GHz licensed
License free but licensed below 11 GHz: (2.3, 2.5,
“License by rule” 3.5, 5.8, etc.) both licensec
and license-exempt
Channel 10 MHz Depends on the Phy profile
bandwidth (3.5,5,7.5,10 MHz, etc.)
QoS support 4 classes of QoS 5 classes of QoS: UGS,
(EDCA extension) ertPS, rtps, nrtPS, BE.
AC_VO, AC_VI,
AC_BK, AC_BE
Security No Authentication prior data encapsulation protocal
support to data exchange with a set of cryptographic

Instead, each packet is used
for authentication by certificate
based digital signatures

suites and PKM protocol
to synchronize keying datd
between BSs and MSs

Media access CSMA/CA TDMA,
technique No scanning, no association FDD or TDD
Usage Network dedicated to Could be used by
vehicles (ITS stations) residences, companies,
personal devices, ...
Other supported Support of AMC, ARQ,
features AAS, STC and MIMO

by replacing the single BS with the number of RSUs necessary to covernfe ssgment. Fi-
nally, in the third part, we observed the impact of the traffic datarate ancetiiele speed on the
throughput and the delay.

In order to determine the range of an 802.11p RSU and of a WiIMAX baserstat® have
set our simulation parameters as reported in Table 7.3. The pathloss faditedimag been set to
a two-ray Ricean fading model with a high line-of-sight component whichuitegealistic in the
highway context (unlike in an urban environment, where this assumption ishd).

For the evaluation of the range of an 802.11p RSU, we simulated the transmo$gieriodic
beacons (using the control channel at 5.9 GHz for 802.11p communizaficoordingly to the
ETSI specifications, the basic beaconing rate is set to 10 Hz and theipeniesisage (also called
CAM, i.e. cooperative awareness message) is 55 bytes long and cogeaiisformation. The
scenario is illustrated in Figure 7.3(a).

In Figures 7.3(c) and 7.3(d), we can observe the delivery ratio asdidm of the vehicle
distance from the RSU or the BS. Considering a packet delivery rataieggréhan 90%, the cell
radius coverage of 802.11p and WIiMAX are then around 900 meters.&ih@ respectively.

Based on these results, we have set three different network deplts/foeall the simulation
scenarios to be considered. The first deployment corresponds tagbeta highway of 13 km
fully covered by one WiMAX base station. The second deployment consififly covering the
same road link by the equivalent number of 802.11p RSUs (as shown ireFigl(a)). Finally, in
order to observe the effect of handover on mobile WiMAX performanoewe have considered
a third deployment that considers the area covered by two WiMAX BSs.
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Table 7.3: Simulation parameters

802.11p 802.16e
Frequency 5.87 GHz (G5SC3) 3.5 GHz
Channel bandwidth 10 MHz 10 MHz
RSU Tx power 23 dBm (=200 mW)| 33 dBm (=2 W)
RSU antenna height 24m 32m
RSU antenna gain 3 dBi 15 dBi
MS Tx power 23 dBm (=200 mW)| 23 dBm (=200 mW)
MS antenna height 15m 15m
MS antenna gain 0 dBi -1 dBi
Type of antenna Omnidirectional
Pathloss Two-ray
Fading model Ricean

<
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(a) 802.11p coverage scenario. (b) WIMAX coverage scenario.
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Figure 7.3: Coverage evaluation scenarios.

In all the scenarios, we have considered a source of traffic that reected to the RSUs/BSs
through Ethernet links of 100 Mbps (to avoid any bottleneck outside thredered WiIMAX/802.11p
V2| network). In the case of 802.11p scenarios, we simulated the tranemiagshe data over the
G5SC3 channel, which is dedicated to non-safety applications.

The effect of increasing the number of vehicles is not considered inhhister. In fact, even
with only one vehicle, by increasing the source data rate, we can anag/aepler limits that can
be reached in mobille WIMAX and 802.11p V2I networks in similar conditions.
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In order to have realistic movement of the vehicle on the highway, the mobilitgdraave
been generated with SUMO 0.9.8 [61]. In particular, in order to adapt thditgdraces generated
by SUMO to QualNet, we have used MOVE (MObility model generator for VElaicnetworks)
tool [62].

7.3.2 Performance analysis

Using the simulation parameters detailed in Section 7.3.1, we have considerscktwarios.

7.3.2.1 Scenario 1: Study of the impact of the source data rate on 811p/802.16e V2|
networks performance

In this first scenario, we have set the average speed of the vehicl® tariih, that is a realistic
value of vehicles on the highway. We have varied the data rate of a CBR trahsmitted from the
source to the vehicle considering the three configurations of deployednks. This scenario cov-
ers network traffic loads varying from 25 kbps to 20 Mbps. We haveiated the impact of vary-
ing the source data rate on both the throughput (shown in Figure 7.5@})ha end-to-end delay
(illustrated in Figure 7.5(b)). In the case of 802.11p, we investigated theciropasing RTS/CTS
on the transmission performance. In fact, the ETSI standard [32] all@vss#hof this mechanism
for unicast transmissions whose packet size exceed&thé RT ST hreshold. Thus, giving that
the packet size is set to 512 bytes, we considered two cases; fitgtttheRT ST hreshold is set
to 0 and then to 1000 bytes, which is the default value recommended by ETSI.

All the results presented in this Section are the values averaged over ranr&ltinuns within
a 95%-confidence interval.

ot

o

Ethernet (100Mbps)

4
Py ’
. ' }

Ethernet (100Mbps)

(a) Deployment with several RSUs. (b) Deployment with 2 WiIMAX BSs.

Figure 7.4: Scenarios network deployments.

The obtained results allow us to derive the maximum throughput that coulddobed in
optimal (1 vehicle) yet realistic conditions (of speed, power, fading, o) IEEE 802.11p, the
maximum throughput is around 1.2 Mbps while it could exceed 12 and 13 MibpEBSs and
1 BS deployment scenarios, respectively. As for the average eedetdE2E) delay, 802.11p
experiences short delays (less than 40 ms) in low traffic conditions. Woywehen the source
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data rate exceeds the maximum that could be reached in 802.11p netwoiksd(4.2 Mbps),
the delay significantly increases, exceeding 200 ms. When using RTS/Cdigniem the delay
further increases. The same behavior (increase of the E2E delaygasved for WiMAX when
the maximum sustainable data rate is reached, though at much lower scaldsiacerage delay
does not exceed 60 ms which fulfills even the needs of most emergenlayasipps. However,
at very low data rate (e.g. 25 kbps) 802.11p performs better than 80&Hi6ke is convenient for
exchanging small and delay-sensitive safety messages.
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(a) Impact of the source data rate on the average thra{ljhimpact of the source data rate on the average end-to-
put. end delay.

Figure 7.5: Impact of the source data rate on the average performance

7.3.2.2 Scenario 2: Study of the impact of the vehicle speed on 802.11§#8.6e V2I net-
works performance

In this second scenario, we have set the source data rate to 1 Mbpsedhat is slightly below
the limit of 1.2 Mbps that we observed in the previous scenario for 802.44, but that should
maintain a good throughput. We have observed the impact of varying thelesspeed on the
average throughput (plotted in Figure 7.6(a)) and the end-to-end @lawn in Figure 7.6(b)).

For 802.11p, when the vehicle speed increases, the connectivity time t@2hELP RSUs
decreases which then reduces the amount of data received by thie véldiditionally, a fraction
of time of this period is required to switch from one RSU to another. On the bted, in the
case of two WiMAX BSs, the handover execution requires a non-negliiitoewhich affects the
average throughput that remains lower than that of the scenario withla 8&8gegardless of the
vehicle speed.

The average E2E delays of 802.11p and 802.16e are plotted in Figubd).7.Bemind that
in this scenario, the source data rate is set to 1 Mbps, so there is no paskelue to buffer
overflow at the IP or MAC layers. For this reason, the end-to-end deldne same with one and
two WIMAX base stations while in case of 802.11p, the delay slightly increaibghe vehicle
speed. One important observation that could be derived from this figutet for both tech-
nologies, the E2E delay is lower than 55 ms (less than 15 ms for mobile WiMAX)hiihlGlls
the minimum requirement of most ITS safety applications. As final remark,46®@URTS/CTS
mechanism slightly increases the E2E delay and affects the throughpurtingess, the impact
of this mechanism should be further investigated in heavy loaded vehicaffér scenarios where
it could prevent collisions and increase the packet delivery ratio boteaitail longer delays.
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Figure 7.6: Impact of the vehicle speed on the average performance

7.4 Conclusion

In this chapter, we studied the potential and limitations of mobile WIMAX as a commiiorca
medium for vehicle-to-infrastructure (V2I) communications and more spadifiin comparison
with 802.11p. We first compared the two technologies based on differiégria. Moreover, we
investigated their performance through simulation. The coverage, a#mayghput, and end-to-
end delay were evaluated for different vehicle speeds, traffic dis, @nd network deployments.

The simulation results reveal on one side the great competitiveness of mobil&X\idth-
nology in the context of V2I communications. In particular, this technoloffers not only a
large radio coverage and high data rates, but also reasonable andegydow delays. On the
other side, the 802.11p technology is better suited to low traffic loads, vitheffers very short
latencies even at high vehicle speed.

The obtained results can be considered as a first step for the definionedficient common
radio resource management (CRRM) module for vehicular networksy dddd further be used
as pre-defined criteria for radio access technology (RAT) selectiolT ®applications. A broad
analysis of the performance of the two technologies could be used to gev@loalgorithms for
smart selection of the optimal RAT based on the applications requirement$ahess load, and
the user’s preferences.
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Conclusion

WiMAX technology, which has emerged as a competitive alternative to wiretimediband access
solution, provides QoS support for heterogeneous classes of tnaffficdifferent QoS require-
ments. The IEEE 802.16 standard, however, leaves unstandardizeddliece management and
scheduling mechanisms, which are crucial components to guarantee Qo$naace.

In this thesis, we have evaluated the performance of WiMAX networks infb@tti and highly
mobile environments and tackled most of the resource management andlsahésues that
have been left open with the objective of defining an architecture thdistife QoS expectations
of the five classes of applications addressed by the IEEE 802.16 standar

In Chapter 1, we have provided an overview of the main features siggpby PHY and
MAC layers specified by the IEEE 802.16 standard, particularly focusinthe aspects useful
for understanding our performance evaluation, carried out in Chap#t the features related to
QoS support at MAC level have been further discussed in Chaptad8ed, because there are so
many concepts to be introduced in this context, we have preferred to tiedivdnole chapter to
this purpose.

In Chapter 2, an analytical framework was developed to investigate tfarmpance bounds
of OFDM-based 802.16 systems. This analytical framework was camaedith respect to what
have been specified in the IEEE 802.16 standard [1]. It outlines a nuoitkey features pro-
posed by the standard and that have been hardly addressed in pnegearch works. Based on
this framework, several scenarios were considered to evaluate floenpance bounds of 802.16
systems under different MAC and PHY settings. The obtained results Higltig importance of
considering the MAC and PHY overhead when evaluating the perfornafriéEE 802.16 sys-
tems. Indeed this overhead, that is usually ignored or roughly estimated trresesrch works
related to WiMAX resource allocation, may constitute 80 % of the whole frameo s have
shown that using a larger bandwidth channel may yield minimal improvementsA&h pérfor-
mances. Also when investigating fragmentation and packing impact on MAGrpamce, we
have shown that packing may considerably improve the resulting throughpecially for traffic
carrying fixed-size packets.

As mentioned above, Chapter 3 was dedicated to introducing the featlatesii® QoS sup-
port in WiIMAX networks. More specifically, we aimed at providing a bettedenstanding of
the supported and missing features to ensure QoS support in WIMAX rietwdherefore, we
have first described the main elements specified by the IEEE 802.16 stdaagaovide QoS for
heterogeneous classes of traffic. Then, we have proposed aog@o& framework that is inde-
pendent of the adopted scheduling and CAC strategy. The prop@saédviiork is intended to be
a compilation of what we consider as key elements to handle QoS in WIMAX systélmslso
addressed scheduling and admission control issues, highlighting the nadlenges faced when
designing a scheduling and/or CAC solution for WIMAX networks. Thesestraints represent
also the main evaluation criteria for the different resource managemenganiseis proposed in
this work-in progress area.
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The state of the art of these mechanisms was presented in Chapter 4 eterevay, classify,
and compare different scheduling and CAC mechanisms proposed foAWiétworks.

In Chapter 5, we have proposed a QoS architecture for PMP 802.te8rs/sperating in TDD
mode over WirelessMAN-OFDM physical layer. It includes a CAC policy anhierarchical
scheduling algorithm. The proposed CAC policy adopts a Min-Max fairappsoach making ef-
ficient and fair use of the available resources. The proposed datgdigorithm flexibly adjusts
uplink and downlink bandwidth to serve unbalanced traffic. This adaptiveJL scheduling pro-
cedure adapts the frame-by-frame allocations to the current needsafithections with respect
to the grants boundaries fixed by the CAC module. These boundaries nsaytheough a degra-
dation of the ongoing connections rates if the available resources agaowwgh to accommodate
the needs of a new connection for example. Through simulation, we riaeafficiency of the
proposed CAC scheme and show that our scheduling algorithm can mdatahate requirements
of the scheduling services specified by the IEEE 802.16 Standard.etinedtion policy adopted
in the proposed QoS solution can be handled by UDP traffic. However, ittroégise an uneven
behavior for TCP traffic especially under short round trip time (RTT)ditions. To prevent such
a behavior, an extension of this work would be to combine our CAC policy witkeR-friendly
traffic policing mechanism among those available in the literature [56]. A fughallenge we
face would be to support bursty traffics and to integrate delay constmiots proposal.

These two shortcomings were addressed in our multi-Constraints Sche8trhibegy (mCoSS)
which is presented in chapter 6. mCoSS is designed for PMP 802.16 sygtenasirng in TDD
mode over OFDM or band-AMC OFDMA PHYs. Unlike the first QoS solution,a8S supposes
the use of a predefined DL/UL ratio set by the operator. Most of therct@ial scheduling strate-
gies proposed in the literature and described in Chapter 4 (such a®Q[19g) propose a specific
gueuing discipline for each scheduling service type, which increase$icitly the complexity
of the proposed scheduling policy. Unlike those approaches, the mulgst@orts Scheduling
Strategy (mCoSS) proposed in Chapter 6 is designed to be applicable to/eledgpes. Based
on a modified dual-bucket traffic shaping mechanism used for all thedstihg service types,
mCoSS allies the genericity of the approach to the specificity of the configusitioe the dual-
bucket mechanism is configured on a per-flow basis.

This shaping mechanism is combined with a two-rounds scheduling stratagk veflects (i)
at the first round, the minimum data rates and latency requirements the BS @ dd8imitted
to provide and (ii) at the second round, the efficiency and fairnesseafetsources management
since the remaining bandwidth is shared in this round using a simple weightgdéaiing (WFQ)
strategy; the allocations should nevertheless remain within the threshololg et dual-bucket
shaping mechanism. The bandwidth request and grant mechanism aishopt€dSS is designed
to make a tradeoff between increasing the accuracy of the bandwidth peegeption at the BS
and decreasing the overhead associated to frequent unicast patidegedl the proposed strategy
alternates between bandwidth stealing, piggybacking, unicast, broaaehgroup polling, and
the use of PM bit according to the considered scheduling service typibaiadailable resources.
The proposed mCoSS has been implemented under QualNet 4.5 simulatongrateo to strict-
priority (SP) and to a variant of WFQ discipline. The preliminary results nteloin this thesis
validate and confirm the shaping fairness and AMC support capabilityeopthposed mCoSS.
They also show that, compared to SP and WFQ, mCoSS provides better andtatde end-to-
end-delay and jitter performances. The performance evaluation of m@@S&nted in Chapter 6
is by no means comprehensive. More simulation scenarios—involving matieesgypes—need
to be considered to check and validate other aspects of the proposellikeh strategy.

We focus, in the last part of the thesis (Chapter 7 and Appendix A), on AXiNechnol-
ogy from a mobility perspective. Several issues, such as horizordaletical handover support
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in networks involving WiIMAX systems, are studied and discussed in this pagpdndix A). A
special emphasis has been put in Chapter 7 on evaluating the perforofakiodile WIMAX
technology as a radio access technology (RAT) for intelligent trandgmortsystems (ITS). Thus,
we have investigated, through simulation, the potential and limitations of WiMAXcasramuni-
cation media for vehicle-to-infrastructure (V2I) communications in comparnigth the 5.9 GHz
technology, based on the upcoming 802.11p standard. The perforwfdhedwo systems is eval-
uated for different vehicle speeds, traffic data rates, and netwgikyteents. This comparative
study is meant to be the first step towards defining optimal rules for chotrengost appropriate
RAT among those proposed for next generation ITS.
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Appendix A

Topics Related to Mobility Management
In WIMAX Networks

The WIMAX forum estimates that more than 133 million of people will be using the WXVIA
technology by the year 2012. From these users, more than 70% aretezkpe be using the
mobile implementation of the technology. From this perspective, mobility managesnehey
aspect to provide access for these potential 70% of WiIMAX users.

This appendix focuses on the latter topic. It describes the concepts ahdniems introduced by
the IEEE 802.16e standard—the amendment of the IEEE 802.16d-2004starwhich provides
enhancements mainly related to mobility management. We also cover, throughpisiag the
main topics related to WIMAX networks from a mobility perspective and pointthetresearch
issues where there is room for contribution. The appendix is organizéallaws. Section A.1
describes the logical architecture of a mobile WiIMAX network. This architechias been de-
fined by the Network Working Grodpg(NWG) of the WIMAX ForumSection A.2 describes the
horizontal handoff procedure proposed by the IEEE 802.16e st&n8action A.3 presents some
procedures, proposed in the literature, aiming at improving the handowramiem.

Moreover, because this technology is more likely to co-exist with othersadezhnologies in
future networks, we dedicate Section A.4 to study the vertical handovenaneens in hetero-
geneous environment involving mobile WiMAX systems. Roaming, which has teferred to
as "the missing piece of the WIMAX puzzle", is briefly addressed in Section &dxtion A.6
concludes the appendix by highlighting the main conclusions.

A.1 Mobile WIMAX architecture

A Network Reference Model (NRM), presenting the logical architectidra WiMAX network,
has been proposed by the NWG [34]. It has been developed with thetisbjef supporting many
architectural profiles and addressing multiple deployment scenarios aleWgibAX networks.
In this section, we first describe the different entities of the NRM and tliouss the technical
and business merits of each profile.

As shown in Figure A.1, the WiIMAX NRM consists of three logical entities (Molsitation
MS, Access Service Network ASN, and Connectivity Service NetworklXd8terconnected by
R1-R5 reference points. These reference points insure multi-veimdersperability between the
different logical entities belonging to the network. Each of the MS, ASNM, @8N represents a

LA working group from the WiMAX forum. It is responsible for creating hag level networking specifications for
fixed, nomad, portable and mobile WIiMAX systems.
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grouping of functional entities (within an ASN, between an ASN and a M&yéxn an ASN and
a CSN, etc.) that may be realized by a single or multiple physical devices:

1. Mobile Station (MS) is a generalized mobile equipment set which providesectivity
between a WiIMAX subscriber equipment and a base station (BS).

2. Access Service Network (ASN) refers to a set of network functpogiding radio access
to the WIMAX MS. The mandatory functions that need to be provided by the A8N
L2 and L3 connectivity with WIMAX subscriber, radio resource managerRRM), relay
of AAA (Authentication, Authorization and Accounting) messages, netwis&overy and
selection, mobility management, etc. An ASN consists of one or more BSs arma orare
ASN-Gateways (ASN-GW):

(a) Base Station (BS) is a logical entity that incorporates a full instanceA@ &hd PHY
layers compliant with the IEEE 802.16 suite of applicable standards.

(b) ASN-Gateway (ASN-GW) is a logical entity that represents an aggicegof control
plane functions. It may also perform bearer plane routing or bridgingtion.

3. Connectivity service network (CSN) refers to a set of network tions that provide IP
connectivity functions to the WiMAX subscribers. Among the functions thatGS8N may
provide, we find: Internet access, inter-ASN mobility, admission contasked on user
profiles, etc. The CSN may include network elements such as routers, A#¥4/gervers,
user databases, etc.

The distribution of the different functions within the ASN (between the B&(¥) the ASN-
GW(s)) is an implementation choice. Nevertheless, to guarantee networetability require-
ments, the NWG Release 1.0.0 [34] defines three different implementations 8fIN. These
implementations, whose respective reference models are depicted in BiQurare called in-
teroperability profiles A, B, and C. Each of them corresponds to a speliffiribution of ASN
functions between the two entities composing the ASN: the ASN-GW(s) and3(®).BAs we
can see it from Figure A.2, in Profile A, for instance, the radio resoococgrol RRC (which is
given here as example for function mapping) is in the ASN-GW while in Profilei€accom-
plished by the ASN-GW. In Profile B, however, all the functions are Iatati¢hin a single ASN
entity, which includes the case where all the functions are grouped inte gaysical device.
As discussed in [33], each profile has its own technical and busineds iaued selecting one or
combining two or more of these profiles may seriously impact the handoffosuppWIiMAX
networks. In [33], Huet al. have investigated both the hierarchical and flat network architectures
and their respective impacts on the performance of handoff in terms otjatsralability, com-
plexity, financial cost, etc. The authors have then mapped the diffetenoperability profiles to
a hierarchical, flat or hybrid design which could help to choose the mpsbppate architecture
when deploying a technological solution.

A.2 Horizontal handover in 802.16e

The IEEE 802.16e standard [2] defines three handover schemes:

e a mandatory hard HO mode also known as break-before-make HO. In tldis, rtie air
interface link between the MS and the Serving BS is broken at all layeoseoleéing estab-
lished again at the target BS. The HO process may be initiated either by the MStie
BS.
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Figure A.3: Example of neighbor BS advertisement and scanning (witlesaication) by MS

request [2]

e two optional soft, known as make-before-break, HO modes:

— Macro diversity HO (MDHO): this mode is defined in [2] as the process iithvthe
MS migrates from an air interface provided by one or more BSs to the airacterf
provided by one or more other BSs. In the DL (respectively UL), this esed

by having two or more BSs transmitting (respectively receiving) the same PDU to

(respectively from) the MS.

— Fast BS switching (FBSS): in this mode, an active set is maintained. It t®sia
set of candidate BSs to which the MS is likely to handoff in near future. ¥tgiven
frame, the MS is exchanging data only with one BS—anchor BS—of this as¢ive

2.

More details about these three modes are provided in this section. Ndesstingore insight is
given on the hard HO mode which is the only mandatory mode.

A.2.1 Network topology acquisition

1. The BS periodically broadcasts the network topology information using/tb8_NBR-
ADV message. The message includes the BSIDs of the neighboring BSpvaitntheir
respective channel characteristics normally provided by each BS awmniihk/Uplink
Channel Descriptor (DCD/UCD) message transmission. This information isdateto
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Figure A.4: Example of neighbor BS advertisement and scanning (witfcoordinated associa-
tion) by MS request [2]
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enable the MS to perform fast synchronization with the advertised BSerhguing the
need to monitor the DCD/UCD broadcasts from each neighboring BS.

2. Based on the information provided by the MOB_NBR-ADV, the MS becosmese of the
neighboring BSs and triggers the scanning and synchronization pimaleed, to handoff,
the MS needs to seek available BSs and check if they are suitable as ptagjbtd3Ss.
Therefore, the MS sends MOB_SCN-REQ message to the serving BStingiaagroup of
neighboring BSs for which a group of scanning intervals is requesteeiMOB_SCN-REQ
message includes the requested scanning interval duration, the dufatienimterleaving
interval, and the requested number of scanning iterations. In the exampietkaksin Fig-
ure A.3, these parameters correspond to P frames, N frames, and T itgragispectively.
Note that the scanning phase could be triggered by the serving BS. If & ¢ate, the serv-
ing BS shall send to the MS a MOB_SCN-RSP message indicating a list of recuiethe
neighboring BSs.

3. Upon reception of the MOB_SCN-REQ message, the serving BS sisalbmd with a
MOB_SCN-RSP message. In this message, the serving BS either grargsningcin-
terval at least as long as the one requested by the MS (which is the casesikample A.3)
or rejects the request.

4. After receiving the MOB_SCN-RSP message granting the request, $1end scan—
beginning atStart frame—one or more BSs during the time allocated by the serving BS.
Each time a neighboring BS is detected through scanning, the MS may attemptlosy
nize with its downlink transmissions and estimate the quality of the PHY channellite¢e
its suitability as a potential target BS in the future. The serving BS may aslefbggthe
report mode field to 0b10 in the MOB_SCN-RSP) the MS to report the scgmegults by
transmitting a MOB_SCN-REP.

5. During the scanning interval, the serving BS may buffer incoming dateeasked to the
MS and then transmit that data during any interleaving interval after the M®&tited the
scanning mode.

Depending on the value of the scanning type field indicated in the MOB_SEQ; ke MS may

request either scanning only or scanning with association. The assogiagiedure is an optional
ranging phase that may be performed during the scanning interval. dtesnidie MS to acquire
and record ranging parameters—by adjusting the time offset, the freggaadche power level—
to be used to choose a potential target BS. The standard IEEE 802]1i&difizs three levels of
association:

e Association Level 0 — scan/association without coordination: the targétaB$10 knowl-
edge of the scanning MS and only provides contention-based rangicgtabios.

e Association Level 1 — association with coordination: the serving BS coatelinthe as-
sociation between the MS and the requested neighboring BSs. Each ore{tBR) BS
provides a ranging region for association at a predefined “rendszime” (corresponding
to a relative frame number). It also reserves a unique initial rangingaod@ ranging slot
within the allocated region. The NBR BS may assign the same code or ranging siore
than one BS but not both, so that no potential collision may occur betwe®niissions of
different MSs.
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e Association Level 2 — network-assisted association reporting: the gwoees similar to
level 1 except that the MS does not need to wait for RNG-RSP from thB BB. The
ranging response is sent by the NBR BS to the serving BS over the bagkivbich then
forwards it to the MS.

A.2.2 Handover process

The handover is defined as the process in which a MS migrates from thesiface provided
by one BS (the serving BS) to the air-interface of another BS (targe{BS)t consists of the
following phases:

A.2.2.1 Cell reselection

Cell reselection refers to the process of an MS Scanning and/or ABsaasth one or more BSs
(as described in Section A.2.1) in order to determine their suitability, along widn prformance
considerations as a handover target [2]. The information acquired tihe MOB_NBR-ADV
message might be used by the MS to give insight into available neighborinipB&sl reselection
considerations.

A.2.2.2 HO decision and initiation

The handover process begins with a decision that originates either feokiShor the BS (the BS
can force the MS to conduct handover), or on the network. A hamameed be decided for many
reasons; for example when the MS performance at a potential targetedB@asted to be higher
than at the serving BS. Note that the handover decision algorithm is bélyersdope of 802.16e
standard, which leaves room for research contributions.

Once a handover is decided, it is notified through a MOB_MSHO-REQ oO8MBSHO-REQ
indicating one or more possible target BSs. If the handover requestnulated by the MS, it
shall be acknowledged with a MOB_BSHO-RSP. When the handover is iditiatehe BS, it
could be either recommended or mandatory. If it is a mandatory handoeeki$hshall send
MOB_HO-IND to the serving BS. The MOB_HO-IND may indicate a HO rejebewthe MS is
unable to handoff to any of the recommended target BSs listed in the MOBOBSEDR.

A.2.2.3 Synchronization to target BS downlink

MS shall synchronize to downlink transmissions of target BS and obtainidlU& transmission
parameters. This process may be shortened in two cases: (i) if the MSdadusly received
a MOB_NBR-ADV message including target BSID, physical frequemdsyP and UCD, or (ii)

if the target BS had previously received HO notification from serving B& ¢he backbone in
which case the target BS may allocate a non-contention-based initial rapygaagtunity for the

MS.

A.2.2.4 Ranging and network re-entry

After adjusting all the PHY parameters, the network re-entry process igduitizetween the MS
and the target BS. The network re-entry procedure normally includdsltbeing steps (i-iv).

(i) Negotiation of basic capabilities: the MS and the target BS exchange tipgioged param-
eters such as the current transmit power or the security parametesstsuyys step is performed
by exchanging SBC-REQ and SBC-RSP management messages.
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(i) Privacy key management (PKM) authentication phase: during thisepltas MS ex-
changes secure keys with the target BS. The MS sends a PKM-REQgeesghthe BS responds
with a PKM-RSP message.

(i) Traffic encryption keys (TEK) establishment phase.

(iv) Registration: the registration is the process by which the SS is allowedt¢o imto the
network [2]. The registration is performed by exchanging REG-REQREG-RSP between the
MS and the target BS.

The network re-entry process may be shortened since the target BSecidg tb skip one or
more of these steps (i-iv) if it disposes of the corresponding informatiteirmed from the serving
BS over the backbone.

A.2.2.5 Termination of MS context

The termination of the MS context is the final stage of the handover progettuthis step, the
serving BS proceeds to the termination of all the connections belonging to$redvig with their
associated context (information in the queues, timers, counters, etc.).

Note that the handover procedure might be canceled by the MS at any fonéopthe expi-
ration of Resource_Retain_Time interval after transmission of MOB_HD+iNssage.

A.2.3 Fast BS switching (FBSS) and macro diversity handover (MBIO)

As mentioned before, in addition to the hard handover procedure psdyidescribed, the IEEE
802.16e standard defines two optional handover modes: MDHO and. AB8 31DHO or FBSS
capability can be enabled or disabled in the REG-REQ/RSP message exchamgpth modes,
a Diversity Set is maintained. The Diversity Set is a list of selected BSs t@anlved in the
MDHO or FBSS process. These BSs should be synchronized in both tonfeegjuency and are
required to share the MAC context associated to the MS. The MAC contdutlies the parameters
that are normally exchanged during the network entry along with the sdtoige associated to
the MS connections.

A.2.3.1 Macro diversity handover (MDHO)

A MDHO begins with a decision for an MS to transmit to and receive from multif$s Bt the
same time. This decision is communicated through MOB_BSHO-REQ or MOB_MRHQ
messages. When operating in MDHO mode, the MS communicates with all the BBgihg
to the Diversity Set for DL and UL unicast messages and traffic. For MH®, two or more
BSs provide synchronized transmission of MS data so that the MS pertliversity combining.
For UL MDHO, the MS data transmission is received by multiple BSs so that @eyperform
selection diversity of the received information.

To monitor DL control information and DL broadcast messages, the MS sammne of the fol-
lowing two methods. The first method is the MS monitors only the Anchor BS—a il
among the Diversity Set—for DL control information and DL broadcast agss. In this case,
the DL-MAP and UL-MAP of the Anchor BS may contain burst allocation infation for the
non-Anchor Active BS. The second method is the MS monitors all the BSs Diteesity Set for
DL control information and DL broadcast messages. In this case, thElPR-and UL-MAP of
any Active BS may contain burst allocation information for the other Active.Bhe method to
be used by the MS is defined during the REG-REQ and REG-RSP hawrdshak
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A.2.3.2 Fast BS switching (FBSS)

FBSS HO begins with a decision for an MS to receive/transmit data from/to tbbokmBS that
may change within the Diversity Set. A FBSS can start with MOB_BSHO-RBEQ@®@B_MSHO-
REQ messages. When operating in FBSS mode, the MS is required to contynonaunstor the
signal strength of the BSs belonging to the Diversity Set. The MS shalltszIBS from its
current Diversity Set to be the Anchor BS and report the selectedxr@8 on MOB_MSHO-
REQ message. BS switching i.e. transition from the Anchor BS to another B&fisrmed
without invocation of the handover procedure described in Section A.2.2.

The BS supporting MDHO or FBSS shall broadcast the DCD message that@s the H_Add
Threshold and H_Delete Threshold. These thresholds are used bBE®MDHO capable MS
to determine if MOB_MSHO-REQ should be sent. When long-term CINR of asB8ss than
H_Delete Threshold, the MS shall send MOB_MSHO-REQ to require dingghis BS from the
Diversity Set. When long-term CINR of a neighbor BS is higher than H_Adiekshold, the MS
shall send MOB_MSHO-REQ to require adding this neighbor BS to thegityeset. Figure A.5
illustrates an example of a Diversity Set update—add of a new BS—duringld®/procedure.

DISCUSSION

From the description of the three handover modes, the hard handofdue consists of more
steps and might cause intolerable delays for real-time traffic. Neverthtiedsvo soft handover
modes FBSS and MDHO cannot be a reliable alternative to the mandatoryHastheme for
many reasons. On the one hand, as we have mentioned before, thereeaes restrictions on BSs
working in MDHO/FBSS modes since they need to synchronize on time (same tineejand
frequency and have synchronized frame structures which entailso@sis On the other hand, in
both FBSS and MDHO modes, the BSs in the same Diversity Set are likely togoeldhe same
subnet while a handover may occur between BSs in different subriegsefbre, in the remaining
of the appendix, more insight will be given into the hard handover schevitee specifically,
we will present some works aiming at optimizing the hard handover proeedUEEE 802.16e
networks.

A.3 Optimized 802.16e handover schemes

Improving the handoff process in mobile WIMAX networks is a topic that haeeived a lot of

attention in the last few years. Indeed, in order to enable always-amectwity, it is necessary
to achieve a fast and smooth handoff over the network. To reach thittge research works
addressing this issue have adopted mainly two approaches: improvingitheveaat Layer 2 or
considering a cross-layer mechanism in which L2 and L3 collaborate slietter results.

A.3.1 L2 handover schemes

In order to reduce the handover delay, Leteal. [63] have focused on eliminating the redun-
dant processes existing in the handover procedure defined in theBEEE6e standard [2]. The
approach consists in using a target BS estimation algorithm to select a HO B&gestead of
scanning, one by one all the neighboring BSs. The target BS estimatiantfalg@ssumes that
the NBR BS with bigger mean CINR and smaller arrival time difference is mordylitkebe the
target BS. The MS does not need then to associate to the neighboringl&8sver, we consider
that, by eliminating both the scanning and the association phases, the hatelds®n looses its
accuracy since the MS does not dispose of information precise enoogkia handoff decision.
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Figure A.5: Example of macro diversity HO (Diversity Set Update: Add) [2
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Instead of predicting the potential target BS, Clegral. propose in [64] a pre-coordinated
handover mechanism in which the handover time is predicted. In the ppesehanism, the
distance between the MS and the serving BS is calculated to estimate the neaadeden time,
then a pre-coordination is performed with the target BS.

In order to locate the position of the MS, the serving BS measures the signais®ratio (SNR)
of the mobile station every 10 s. Based on that, the distance, the directiothendlocity of
the MS are derived. If the MS approaches the boundary h of the gelpaige station macrocell,
the serving BS pre-coordinates a handover with the "only" target BS trdttection. The pre-
coordination phase consists in sending a MOB_BSHO-REQ to the targehB8 would respond
with a MOB_BSHO-RSP in which it allocates—if it has enough resourcesasta&nging oppor-
tunity for the MS and specifies its PHY parameters. The target BS will havetthiold this
request service for 10 s. When the MS requests to handoff (estimat@dstbeffore the predicted
handover time), the BS responds by MOB_NBR-ADV message in which itdieslthe informa-
tion transmitted by the target BS. This would facilitate the migration of the MS to theehannel
and thus reduce the disruption time. Nevertheless, the performance estialgtioithm needs
further investigation to be reliable.

A.3.2 L2-L3 cross-layer handover schemes

In [65], Chenet al. have proposed a cross-layer handover scheme in which they uselayer
transmit MAC messages between the MS and the BSs (the serving BS and RnBSH} during
the handoff process. In the proposed cross-layer scheme, twddlareecreated to redirect and
relay these messages: an L2 tunnel between the MS and the serving BS laBitLinnel between
the serving and the neighboring (target) BSs. The idea behind the creétioese tunnels is to
minimize the delay due to direct messages transportation between the MS anB3#BRhich
constitutes a source of latency in the handover process. When thevieansloequested, the
serving BS negotiates for the MS a fast ranging opportunity from the hergig BSs. The
MS then switches to the channels to be scanned and tries to synchronizeaulittagsociated
NBR BSs. Once the synchronization is performed, the MS sends a MOB-REQ on each
channel. However, unlike the regular handover procedure deddriligection A.2, the MS does
not need to wait for RNG-RSP from each scanned NBR BS. Insteaty) $hieforms the BS that
the ranging request phase has finished by sending a RNG_RSP-RE&yaés new management
message proposed by Chen et al. [65]) and restores the uplink traimsmispon reception of
the RNG_RSP-REQ, the serving BS understands that the MS is readyeteerdte RNG_RSP
messages. These messages have been encapsulated by the NBR BS¥ &mthe serving BS
which decapsulates and stores them before forwarding them to the MSwaly, the uplink
transmission is restored faster.

Moreover, a fast re-entry procedure is proposed. Instead obmliecting and connecting with
the target BS as described in Section A.2, the MS sends all the messagesdovthg BS which
relays them to the target BS through the IP backbone.

The idea of combining L2 and L3 mechanisms to shorten the handover time atidwo a
handover between different subnets has been also investigated by €tel. in [66]. The authors
have mainly focused on interleaving the authentication process with a fagbyer mechanism
to speedup the handover process while securing the whole mechanisnmg €tal. have based
their proposal on a draft version of an RFC [35]—recently finalizedElF—proposing Mobile
IP fast handover mechanism over IEEE 802.16e networks.
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Core Network

Access Network Access Network

Figure A.6: Example of a handover between two different subnets

A.3.3 Mobile IPv6 fast handovers over IEEE 802.16e networks

This section is dedicated to the description of the interleaving between 802diGast mobile
IPv6 (FMIPv6) handover mechanisms proposed by IETF in [35]. Tdredbff procedure is ex-
plained through two examples corresponding to the predictive (Figureahd)reactive mode
(Figure A.8), respectively.

A.3.3.1 Predictive mode

The different steps commented in this section are illustrated in Figure A.7.

Access router discovery

1-3 When a new BS (Point of Attachment PoA) is detected through the receitdd®B_NBR-
ADV or through scanning, the link layer of the MS triggers a NEW_LINK THECTED
primitive to the IP layer.

4. When receiving the NEW_LINK_DETECTED from the link layer, the IP lagends a router
solicitation message RtSolPr (Router Solicitation for Proxy Advertisement) tarévéops
access router (PAR) to acquire the L3 parameters of the access resteraded to the new
PoA (the new BS). The PAR responds by sending a Proxy Router Asierent (PrRtAdv)
that provides information such as the router address and additionai@k@rs about neigh-
boring links.

The objective of this step is to enable the quick discovery—in IP layer—add¢hess router
associated to the new BS.

Handover preparation

5. When the MN decides to change the PoA (because of a degradation ih<igmagth, or for
better QoS, etc.) it initiates a handover procedure by sending a MOB_MSEIQto the
serving BS which will respond by a MOB_MSHO-RSP. As we have seerati®& A.2.2,
the handover might also be initiated by the serving base station (MOB_BSH®-R
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6. Once aMOB_MSHO-RSP/MOB_BSHO-REQ is received, the link layer triggé. INK_HAN-
DOVER_IMPEND primitive, enclosing the decided target BS, to inform thi&jfer that a
link layer handover decision has been made and that its execution is imminent.
Based on the information collected during the access router discovesg pife P layer
checks whether the target BS belongs to a different subnet (c.f. ~iy@). If the target
network proves to be in the same subnet, the MN can continue to use the saofaréBs
and thus, there is no need to perform FMIPv6. Otherwise,

7. based on the information provided by the PrRtAdyv, the IP layer formulatesspgctive NCoA
(New Care of Address) and sends a Fast Binding Update (FBU) meess#ge PAR. When
received successfully, the FBU is processed by the PAR and the Nédtdaeg to RFC
5268 (FMIPV6 [67]).

The PAR sets up a tunnel between the PCoA (Previous Care of Adaregshe NCoA by
exchanging a HI (Handover Initiation) and HAck (Handover Acknowl®aént) messages
with the NAR. In the HAck message, the NCOA is either confirmed or re-asdigy the
NAR. Finally, the NCoA is transmitted to the MN through the FBack (Fast Bindicg A
knowledgment) message in case of predictive mode (shown in Figure Ad@harmpackets
destined to the MN are forwarded to the NCoA. The difference with theiveamode will
be explained at the end of this section.

Handover execution

8. If the MN receives a FBack on the previous link, it sends a MOB_HO-INE&ssage as a final
indication of handover. Optionally, the LINK_SWITCH command could beasshy the
IP layer upon the reception of FBack to force the MN to switch from an olddB& new
BS. This command forces the use of predictive mode even after switching twth link.

9. Once the links are switched, the MN synchronizes with the new PoA (tageaBd performs
the 802.16e network entry procedure. As we have mentioned beforeiini$a.2.2, this
phase (or some of its steps) might be omitted if the serving BS had transtaeddN
context to the target BS over the backbone.

10. Once the network entry is completed, the link layer triggers a LINK_UP primitvieform
the IP layer that it is ready for data transmission.
Handover completion

10. When the MN IP layer receives the LINK_UP primitive, it checks whethertéinget network
is the one predicted by the FMIPv6 operation. If it is the case, it sendsnaolidited
Neighbor Advertisement (UNA) message to the NAR (predictive mode) usmdNoA
as source |IP address and starts performing the DAD (Duplicate Addedsstion) for the
NCoA.

11. As soon as the UNA message is received, the NAR transfers the whffaokets to the MN.

A.3.3.2 Reactive mode

The different steps commented in this section are illustrated in Figure A.8.
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Figure A.7: Predictive fast handover in 802.16e [35]

Access router discovery

1~4 The same procedure as in predictive mode

Handover preparation

5~7. The same procedure as in predictive mode. Nevertheless, note thatthealSBiot reached
the PAR, and so no FBack has been received by the MN either.

8. Unlike in predictive mode, the MN issues a MOB_HO-IND without waiting for EBack
message. When receiving this final indication of handover (MOB_HD}/Xhe serving
BS releases all the MN context which means that data packet transfeldeger allowed
between the MN and the BS (as we can see from Figure A.8).

Handover execution
9. The MN conducts handover to the target BS and performs the 802.16erketmiry procedure.

10. The MN link layer triggers a LINK_UP primitive to inform the IP layer that it isady for
data transmission.

Handover Completion
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Figure A.8: Reactive fast handover in 802.16e [35]

10. Recall that, in reactive mode, the MN has moved to the target network withoeiving an
FBack message in the previous link. Therefore, upon reception of til LWP primitive,
the IP layer sends (i) an UNA message to the NAR using the NCoA as sduemress to
announce a link layer address change, and (ii) a FBU message to itis&' (&R to redirect
its traffic towards the NAR.

11. When the NAR receives the UNA and the FBU from the MN, it exchangeg#ldAtk with
the PAR. The FBack and Packets are then forwarded from the PARedindréd to the MN
through the NAR using the NCoA as destination IP address.

Discussion

Mobile IPv6 fast handovers, like all cross-layer handover managemechanisms in general, are
based on the collaboration of different layers in order to enhance thditmatanagement. This
idea of integrating information from different network layers helps to imerthe HO manage-
ment performance. Nevertheless, because these solutions usuailtg sigpificant modifications
in the network stack, their deployment becomes prohibitive [68].

A.4 \ertical handover

Next generation networks will more likely consist of heterogeneous mksasuch as integrated
WIiFi/WIMAX networks, WiIMAX/CDMA2000 or networks combining WiMAX and 3G@tech-
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nology. In this section, we describe the deployment of such hybrid nksveord discuss the main
challenging issues that arise when inter-networking WiMAX and other tdobies. We focus
on the vertical handover mechanisms proposed in the literature to guatfaasagvice continuity
without QoS degradation for users switching from one network to anothersecond part of this
section is dedicated to the media-independent handover (MIH) mecharoposed by the IEEE
802.21 task group. The recently published IEEE 802.21-2008 Sta[g&rehables handover and
interoperability between heterogeneous network types including bothrgD@edlular networks.

A.4.1 Vertical handover mechanisms involving 802.16e netwks

For both horizontal and vertical handover, the main objective is to pravifiest and seamless
handover. However, because of the heterogeneity of the networkséavin the vertical handoff
process, ensuring a continuous connectivity is even more challenging.
To make a horizontal handover decision, considering only the radiolsgeagth was enough
while in a hybrid network environment this metric is not sufficient. Indeed, rparameters need
to be considered: available bandwidth, latency, packet error rate tamgro®st, power consump-
tion, user preferences, etc. [69].

In this section, we present works that have investigated the verticabfiandchanisms in-
volving mobile WiIMAX networks. Each of these works have focused on ti@ecement of one
or more of the three main phases of a vertical handover procedure afgich

1. Finding candidate networks: also referred to as system discovesepturing which the
MS needs to know which networks can be used.

2. Deciding a handoff: during this phase, the MS needs to evaluate tblealda wireless
networks and to decide whether to keep using the same network or to switclottoea
network. This decision could involve several criteria: the type of applinatianning, their
QoS requirements, the access cost, etc. [70].

3. Executing a handoff: a critical phase during which the connectioad ttebe rerouted in a
seamless manner with transfer of the user’s context.

According to another classification proposed in [36], the two first steptddoe merged into a
single phase called "handover initiation" which encloses network disgometwork selection,
and handover negotiation. Based on the same classification [36], thevearekecution would
correspond to two steps: handover preparation (L2 and L3 conitgcand handover execution
(connection transfer).

Whatever is the adopted classification, we notice that the phase on whicloitlostworks have
focused is the handover decision phase. In [71] for exampleeDal. have proposed the use
of two triggers: (i) connectivity trigger and (ii) performance trigger lwhea which the handoff
between WiFi and WiMAX is decided. The first trigger is based on SINR atéha to evaluate
the risk of connection loss and would decide a handover if the SINR is b&loartain SINR
target and if other networks are detected. The performance triggesvieowcombines data rate
and channel occupancy to derive an estimation of the current thratighp decide a potential
handoff when needed (i.e. when the throughput is below a certain tidgsh

In [72], the handover decision might be initiated either (i) by the user whHemibving and needs
to gain in performance or (ii) by the WIMAX network to release resources aostcommodate
new calls (WiMAX calls) or VHO calls (from an UMTS network). The verti¢elndoff decision
algorithm (VHDA) proposed in [72] depends of the improvement that cbeldained from the
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Figure A.9: MIH Reference Model and Services [36]

handoff and the suitability of the target network. This gain is estimated bastuodfactors: the
cost of the handoft’;, (function of the MS velocity V, the available bandwidth B, the service cost
C, the power consumption P, the security level S, and the network perioartg and the QoS
performancePy,s (function of the handoff delay D, the packet loss ratio PLR, and the dida r
R).
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where “1” represents WiMAX network, and “2” or “u” represents UBITietwork. The differ-
entweights{,, wp, etc.) are chosen based on the significance of the associated netwarieper
in C}, and Py, . For transferring confidential data for example, would have more importance
than in regular cases.

Through these examples, we can see that, unlike in the optimized horizomtimvea schemes
presented in A.3, the vertical handover decision is more challenging antb lake several pa-
rameters into account before deciding a handoff.

A.4.2 |EEE 802.21, media-independent handover services

The IEEE 802.21 standard proposes a set of mechanisms that enharf@ntiovers between
heterogeneous IEEE 802 networks and may facilitate handovers etveeene302 (e.g. 802.11,
802.15, and 802.16) and non 802 systems (e.g. 3GPP and 3GPP2n[&a} section, we first

define the core components of the general architecture proposed IBEBetd 802.21, then we
present the main services provided by this media-independent har{tiitgrframework.

A.4.2.1 General architecture

Figure A.9 illustrates the IEEE 802.21 reference model within the protocck st@ng with the
different proposed MIH services. Note that the standard suppoaeththMN is able to support
several link-layer technologies.
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MIH Function (MIHF)  The main role of the MIHF is to assist the network selector en-
tity in making an effective network selection by providing all the necessasytinfor such a
decision: QoS requirements, battery life constraints, monetary cost, iefergnces, operators’
policies, etc.. These information are meant to facilitate the handover decigido anaximize its
efficiency. To achieve this role, the MIHF communicates with lower layerautitrdechnology-
specific interfaces and provides services to the upper layers (Miid)us& unified and abstracted
way. More details about the services provided by the MIHF are giveredi@ A.4.2.2.

MIH User (MIHU)  MIH users (MIHUS) are the entities responsible for mobility manage-
ment and handover decision making. They reside at Layer 3 or above imettvork stack. As
examples of MIH users, we can cite MIP at network layer, mobile Streantr@adfransmission
Protocol (mSCTP) at transport layer, and Session Initiation Prototi®) &application layer [73].
The MIHU base their handover decisions on their own internal policy Isot@n the information
provided by the MIHF.

SAPs In order to make possible the communication between the different archékooun-
ponents of the MIH framework, the IEEE 802.21 standard defines d S&s with their associ-
ated primitives. Figure A.9 shows the different SAPs interfacing the MIKR @ther layers:

1. The media-independent SAP MIH_SAP allows the MIH users to acced8IthF services.

2. The link-layer SAPs MIH_LINK_SAP are media-dependent SAPsdhaiv the MIHF to
gather link information and control link behavior during handovers. Hiahlayer tech-
nology (e.g 802.3, 802.16, 3GPP, etc.) specifies its own technologyrdepeSAPs and the
MIH_LINK_SAP maps to these technology-specific SAPs. As example ofarsggkcific
SAPs, we can cite the C_SAP, M_SAP, and CS_SAP that are defined i $EE802.16
to provide interfaces between the MIHF and different components of @Rel8 network
stack; namely with the control plane (C_SAP), the management plane fun(iibISAP),
and the service-specific Convergence Sublayer (CS_SAP).

3. The MIH_NET_SAP is another media-dependent SAP that providesptoat services over
the data plane and allows the MIHF to communicate with remote MIHFs.

A.4.2.2 MIHF services

In order to facilitate the handover procedure across heterogenebwsrks, the MIHF entity
provides the three following categories of services to the MIH users: Mibrmation service
(MIIS), MIH event service (MIES), and MIH command service (MICS)

MIIS: MIH information service  The media independent information service allows the
MIH users to acquire a general view about the networks present initirety of the MN in
order to enable a more effective handover decision. These informatardafor instance the
list of available networks, their link-layer static information (e.g. whether @o& security are
supported in a particular network), and other geographical positionfoghation that could be
used further to optimize the handover decision.
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MIES: MIH event service Unlike the MIIS which provides a static (or rarely changing)
information about the surrounding networks, the MIH event serviceE@JItriggers dynamic
changes in link conditions. Indeed, it provides event reporting ab@@ lsihd PHY state changes
through triggers that indicate for instance that the L2 connection is bii@kisik_DOWN) or that
the link conditions are degrading and the loss of connectivity is imminent (LIBBGING_DOWN).
Other triggers might report the failure/success of PDUs transmissiorLfalg.PDU_Transmit_Status),
or the handover status (e.g. Link_Handover_Complete).

MICS: MIH command service The MIH command service (MICS) refers to the set of com-
mands that originate (i) either from the MIH users: MIH commands, (ii) omftbe MIHF: link
commands and are directed to the lower layers. MIH_MN_HO_Candidatey@uan example of
a remote MIH command used by the MN to query and obtain handover relatethaiion about
possible candidate networks. The link commands are local commands thaear¢o control
and configure the link layers (e.g. Link_Configure_Thresholds whiokesl to set link parameter
thresholds) or to retrieve link-specific information (e.g. Link_Get_Parametanmands provide
information about the SNR, the bit-error-rate BER, etc.)

Service management In order to benefit from the services provided by the MIHF, the MIH
entities need to be configured properly using the following service managénmetions:

e MIH capability discovery

This step is necessary to the MN to discover local and/or remote MIHF diigakin terms of
MIH supported services. This could be performed either through the piditbcol or via media-
specific mechanisms (e.g. beacon frames for 802.11). For 802.16 ketf@oinstance, the MN
can use the management messages such as downlink channel deda@@prdr uplink channel
descriptor (UCD) to retrieve such information.

e MIH registration

MIH registration is defined to query access to certain MIH services. Haseis either mandatory
or optional depending on the required level of service support. thdibe registration allows
the peer MIHF entities to communicate in a trusted manner and gives them &z@edsnsive
information [74]. Nevertheless, for security issues, this registrationlid waly for a certain
period of time and has to be re-established when needed.

e MIH event subscription

refers to the fact of subscribing to a particular set of events that axeded by the MIES of a
local or remote MIHF. By subscribing to a set of events and commands, liH&) Mxpresses for
example its interest in triggering specific link behavior. Each subscriptignest needs to be
individually validated by a confirmation from the event source (e.g. the édF) [74].

Discussion

Because next generation networks will more likely consist of heterageneetworks, the con-

vergence towards a unified handover mechanism has become a mustthBtgrarspective, the

MIH mechanism offers an interesting alternative since it provides a gkren and standardized
solution for handover across different access technologies. teless, its success highly relies
on vendors support and willingness to integrate it in their future prodiddis [
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A.5 Roaming

Roaming is the process through which a mobile user automatically gains acttesséovices of a
different provider, when outside the coverage area of its home nepvovider. Roaming service
is made possible through Network Service Providers (NSPs) that hape@ive agreements to
grant each others’ customers local access to their resources. ThAXMidaming relationship
between NSPs consists in a technical and a business relationship.

Roaming provides significant advantages to customers, Home Networic&é&moviders
(HNSP) and Visited Network Service Provider (VNSP) network opesatbirst, for users, they
are able to use the network services even when traveling outside theage\aea of their HNSP.
All the connectivity problems are transparent to them. From the HNSP ploireve, roaming rep-
resents an increasing in the coverage footprint without incurring additimtwork capital costs.
For the VNSP, roaming may provide additional revenue opportunities.

The roaming process may be considered outbound or inbound. For t8& ldMoaming is an

outbound roaming, since the node is using the services of another apdfaidhe VNSP, it is
an inbound roaming, since it is a user from another operator that isgéogeo use the VNSP
network.
Roaming can also be classified into national and international. National roarotugys when
the visited network is in the same country as the home network. Internaticenaing occurs
when the visited network is in a different country than the home networkmiRwacan also occur
between networks using different technologies, inter-standard rogmimgh is referred to in this
appendix as vertical handover), e.g. WIMAX and WiFi or WIMAX and GSTMZA [75].

To allow a more generic and flexible business model for the WIiMAX technoldgMAX
forum identified and defined a series of business entities for the comigooiethe WiIMAX ar-
chitecture that may, or may not, be implemented by the same real company.fiftesl drisiness
entities involved in the roaming process are [75]:

e Network Service Providers (NSPs) are business entities that providenectivity and
WiIMAX services to WIMAX subscribers.

e Network Access Providers (NAPs) are business entities that provideAXiMdio access
infrastructure to one or more NSPs. NSPs may also have contractuahagres with other
providers such as Internet Service Providers (ISPs).

e Home Network Service Provider (HNSP) is the service provider that haséts accessing
the services of other operator’s network through a roaming agreement.

¢ Visited Network Service Provider (VNSP) is the service provider thatssihg a node from
another operator’s network and with whom the VNSP has a roaming agneéeme

¢ WiIMAX Roaming Exchange (WRX) is an intermediary entity that can interconivez or
more NSPs to provide roaming service. NSPs may use the services of a WitXdte
specific functions while maintaining a bilateral roaming relationship with othersNSEb
Providers or Aggregators.

To enable a more broad and independent roaming process among opérat@ViMAX forum
defined WiMAX Roaming Interface (WRI). The definition of such interfaces not prevent op-
erators to exchange roaming information through proprietary interfages s a way to guarantee
interconnection among different pairs that implements the interface. Mtaigsdgbout the roam-
ing process and the business and technical models defined by the WiMAX fto increase the
coverage of NSPs, can be found in our work: [76].
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A.6 Conclusion

This appendix has addressed some of the most important aspects anagesalidated to mobility
management in WIMAX networks The crucial concept for mobility managemethieidrandoff
which is the process of transferring an ongoing session from onedbatien to another. The
handoff has been studied in this appendix in all its forms: intra-WiMAX tetmo (horizon-
tal handoff), inter-technologies (vertical handoff) and inter-prexéd(roaming). First we have
described the different handoff mechanisms proposed by the IEEE@®2tandard. Then, we
have presented some of the works aiming at optimizing these procedurdwav/elassified the
proposed works into two categories: those improving the handoff at laged those adopting
an L2-L3 cross-layer approach in which the two layers collaborate tarex@the handoff perfor-
mances. Among these cross-layer mechanisms, we have described meteslgnthle fast MIPV6
handover mechanisms over 802.16e, proposed by IETF in [35].

The vertical handoff in heterogeneous networks—including WiMAX syiste-has been consid-
ered first through some works proposed in the literature, and then thtbegVIH framework
proposed by the IEEE 802.21 standard. Roaming, which is a key cadeptease the coverage
of WIMAX network has also been briefly addressed in this appendix.
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