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Abstract

Traffic classification is a key function for ISPs and companies in general. Sev-
eral different classes of methods have been proposed, especially deep packet in-
spection (DPI) and machine learning based approaches. Each approach is in gen-
eral efficient for some classes of applications. However, there is no one-fit-all
method, i.e., no method that offers the best performance for all applications.

In this paper, we propose a framework, called Hybrid Traffic Identification
(HTI) that enables to take advantage of the merits of different approaches. Any
source of information (flow statistics, signatures, etc) is encoded as a feature; the
actual classification is made by a machine learning algorithm. We demonstrated
that HTI is not-dependent on a specific machine learning algorithm, and that any
classification method can be incorporated to HTI as its decision could be encoded
as a new feature.

Using multiple traces from a large ISP, we demonstrate that HTI outperforms
state-of-the-art methods as it can select the best sources of information for each
application to maximize its ability to detect it. We further report on an ongoing live
experiment with our HTI instance in production network of the large ISP, which
already represents several weeks of continual traffic classification.

1 Introduction

Recent work on Internet traffic classification has yielded a host of proposals.
Each method has its strengths and weaknesses. Transport layer ports fail to clas-
sify large fractions of p2p traffic. Still, recent work shows that ports constitute a
valuable source of information if used with caution [1]. Deep packet inspection
techniques, that rely on signatures are accurate, but fail in the case of encrypted or
obfuscated protocols. Alternatively, a broad family of statistical methods relying
on flow features, i.e., that do not need to inspect the packet payload have been pro-
posed. However, for many application classes they have questionable robustness,
especially when the classifier is used on a site different from the one on which it
was trained [2].

Our starting point in this work is the observation that the complexity of de-
tecting an application varies greatly from one application to another. As a conse-
quence, it is hard to classify all applications using a single method. For instance,
deep packet inspection techniques are blind when traffic is encrypted unlike statis-
tical approaches. Conversely, statistical approaches might fail at zooming inside
HTTP traffic, e.g., to isolate HTTP streaming or Webmail, while deep packet in-
spection can mine the HTTP header to detect the application over HTTP.

In this work, we propose a framework – called Hybrid Traffic Identification
(HTI) – that lets us benefit from the synergy between various classification ap-
proaches, e.g., deep packet inspection techniques and statistical classification meth-
ods relying on flow features.
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We treat each source of information as a feature, the presence of a signature
in the payload of a packet becomes a feature of the corresponding flow along with
other discriminators like the size and direction of packets. Virtually any classifi-
cation method can be incorporated as its output can be encoded as a feature. The
classification decision in HTI (where a flow is attributed to a specific application)
is made by a statistical machine learning algorithm based on this enriched set of
features. Furthermore, HTI is not bound to any specific machine learning algo-
rithm. We evaluate its performance with three different algorithms, namely C4.5,
SVM and logistic regression.

The main contributions of the paper are as follows:

• We propose a novel, generic classification framework (HTI), enabling the
synergy between diverse classification methods in a single modular tool.

• We provide a full evaluation of the HTI framework based on ADSL traces.
We demonstrate that HTI outperforms classical classification methods, by
offering high performance both in terms of bytes and flows for each appli-
cation of interest. We further highlight the resilience of HTI to the data
over-fitting problem of supervised machine learning approaches identified in
[2].

• We report on the production deployment of an HTI instance in the network
of a large ISP, which connects several thousands of customers to the Internet.
Results span several weeks of continuous 24/7 classification. To the best of
our knowledge, this is the first time that the supervised machine learning
traffic classifier leaves the lab to be deployed in an operational network.

• We take advantage of a specific feature of logistic regression (used in our
HTI instance), namely the rating it assigns to each input feature, to discuss
which method, among the ones we consider, are relevant for the classification
of each application.

The remainder of this paper is organized as follows. After reviewing related
work in Section 2, we present the HTI framework in Section 3. Sections 4 and 5
describe the evaluation of the HTI instance using passive captures. We discuss HTI
operational deployment in Section 6 and summarizes the major findings in Section
7.

2 Related work

Many different methods have been introduced to classify traffic. Traditional
approaches relied on port numbers. However, early works [3, 4] quantitatively
demonstrated the decrease of accuracy of conventional classification methods based
on port numbers. It triggered the emergence of deep packet inspection (DPI) so-
lutions that identify the application based on signatures found in packet payloads
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or connection patterns [5, 6]. The increasing use of encryption and obfuscation of
packet content, the need of constant updates of application signatures and govern-
ments regulations, might however undermine the ability to inspect packets content.

To address these problems, recent studies have relied on statistical classification
techniques to probabilistically map flows to applications [1, 7, 8, 9, 10, 11, 12, 13].
Hereafter, we cite a representative sample of traffic classification research. For a
much more complete survey, see the work by Nguyen et al. [14].

Moore et al. in [10] presented a statistical approach to classify the traffic into
different types of services based on a combination of flow features. A naive Bayes
classifier combined with kernel estimation and a correlation-based filtering algo-
rithm was used to classify TCP traffic. They used 10 flow features and obtained
accuracy between 93% and 96%, however, their data set contains mainly Web traf-
fic.

Bernaille et al. presented in [8] an approach to identify applications using
start-of-flow information. The authors used the size and direction of the first 4 data
packets and port numbers in each flow as features on which they trained a Gaussian
mixture model and Hidden Markov model. These models featured accuracy over
98%. The authors further extended their work to the identification of encrypted
traffic in [9].

Karagiannis et al. [15] studied traffic behavior by analyzing interactions be-
tween hosts, protocol usage and per-flow average packet size. Their techniques
were able to classify 80%-90% of the traffic with a 95% accuracy. In their re-
cent work [16], they applied those techniques to profile the users’ activity, and to
analyze the dynamics of host behaviours.

There exists also a lot of works focusing on specific applications. For example
Bonfiglio et al. [13] proposed an approach specifically intended to identify Skype
traffic by recognizing specific characteristics of Skype. A number of papers have
been published focusing on the identification of p2p traffic [3, 17, 18].

There exists a number of works that approached the problem by trying to com-
bine existing methods in several ways. Authors of [19] ran several independent
classification modules including port based, heuristic based and signature based
modules. The authors rely on prioritization to reconcile diverging modules’ out-
puts. A similar idea was proposed in [20]. Work conceptually closest to our efforts
is [21]. The authors design an hybrid classifier for peer-to-peer traffic only, com-
bining several methods used as a input for a Flexible Neural Tree model. The
classifier is then implemented on a network processor and evaluated in a small and
isolated test network.

Several papers [1, 2] highlighted the main problem that concerns purely statis-
tical methods, namely the portability issues for many applications when the model
is applied on different site than it was trained on. One of the aims of our work is to
provide a remedy to this problems and build a robust and portable classifier.
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3 HTI - Hybrid Traffic Identification

In this section we present the design requirements we impose to our traffic
classification method, followed by a formal presentation of the HTI framework,
the machine learning algorithms we consider and a typology of flow features. This
chapter aims at presenting HTI in a generic way. We exemplify and evaluate HTI
instances on off-line traces in Section 5 and through live experiments in a produc-
tion network in Section 6.

3.1 Design requirements

The design requirements we impose to a traffic classification tool stems from
the position we take in this paper, namely an ISP managing residential customers.
Those requirements are:

• Accuracy: the classification tool should feature high performance, measured
in accuracy and precision (definition in Section 4.4) in terms of both flows
and bytes, for all applications of interest.

• Automatic, per-class, features selection: the tool should be able to pick
automatically the features (thus methods) that best fits to a given traffic class
during its training phase.

• Efficiency: the classification tool should work in real-time on high speed
link of at least 1Gbit/s.

• Extensibility: it should be easy to add the support of a new application
class (and detection method) to an already deployed tool instance, without
disturbing other classes.

• Flexibility: the tool should accept as input several sources of information.
For instance, payload signatures, statistical flow features, port numbers, and
others.

• Portability: the classifier should be able to be used on sites (PoPs) different
from the one it was originally trained. We believe it is a fundamental prop-
erty for ISPs that might not have the ability to train a classifier on each and
every PoP over which the tool should be used. Instead will train the classi-
fier on a large PoP before deploying it elsewhere. We demonstrated in [2]
that classifiers that rely purely on statistical features can fail at fulfilling the
portability constraint.

3.2 High level description

HTI is designed to enable the synergy, between diverse classification methods.
It associates on a per application basis, a weight to each input method. HTI is a

5



Signatures
matchings

Port numbers

Statistical flow features 

Features
quantization

Model or 
Sub-models 
generation

Apply models 
or sub-models 

to data and 
reconcile

(1) (2) (3) (4)

Features extractions Training Deployment

Figure 1: HTI framework.

supervised machine learning technique, thus its life cycle consists of three major
phases (Figure 1 provides a high level description of the HTI framework):

• Features Extraction: (1) raw characteristics are collected for each flow. (2)
feature quantization is applied if necessary (e.g. DPI signature encoded as a
binary value).

• Training: (3) the parameters of the machine learning algorithm are set dur-
ing the training phase, leading to a so-called model. For instance, if the
algorithm is a decision tree, the model consists of the tree along with the
conditions used at each branch. An oracle is necessary at this stage to know
which flow was generated by which application in the training set. This ora-
cle is in general a deep packet inspection tool, though alternative approaches
are possible, see Section 4.1.1.

• Deployment: (4) the model is applied to stored or live data, depending on
the operational needs and the complexity of extracting the flow features.

The above steps are common to all supervised machine learning approaches.
What distinguishes HTI from previous supervised machine learning techniques
used in the traffic classification domain are:

• With HTI, one model(sub-model) is generated per application, in contrast to
previous techniques. This, preserves design modularity and allows to have
specific detection method for each application.

• Features quantization. Any source of information can be used as an input to
HTI, and be encoded with one or more features.
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Figure 2: Histogram of the first data packet payload.

We detail the above key characteristics of HTI in the next two sections. In ad-
dition, as stated earlier, HTI is a framework rather than a specific machine learning
approach with a specific set of input features and a specific machine learning algo-
rithm. We present at the end of this chapter three machine learning algorithms that
we have used in our evaluation of HTI on stored traces in Section 5.

3.3 Features

HTI uses input features that are used by classification techniques that differ in
nature from the ones used in other works [14]. To do so, we need to adapt the fea-
tures used by these other techniques to fit in the machine learning framework. We
detail below the set of features we use in the present work. Note however that the
strategy we use can be easily extended to incorporate as features other techniques,
e.g., discriminating information obtained with heuristics [15], end points profiling
[22], flows statistics [8, 4] or payload pattern matching information [23, 5].

• Data packets: Information about first four data packets of each flow. As
noticed in [8], size and direction of few first data packets carry information
about the application. It appears to hold for some key applications, for ex-
ample eDonkey, in our traces [2]. We use three binary features for each of
the first k packets of a transfer: direction (up/down), size (small/big)1 and
the presence of Push flag.

• Port numbers: Port numbers carry valuable information, even though they
can not be used blindly as there is no way to enforce that a specific appli-
cation uses a specific port number. In addition, port numbers are qualitative
rather than quantitative values. Indeed, comparing port number values is
meaningless, as for instance port 80 is closer to port 25 than 8080, while
80 and 8080 are often associated to HTTP and 25 is in general associated
to SMTP. Many studies [1] include port numbers in the features set treating

1We use a fixed threshold, derived from empirical distributions of packet sizes, of 200 bytes for
all applications and all traces
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Class Signature
WEB (not!)( Content-Type: application/x-shockwave‖Content-Type: video‖

‖GNUTELLA‖X-Gnutella‖Content-Type: audio)
HTTP-STR Content-Type: application/x-shockwave‖Content-Type: video
EDONKEY – none –
BITTORRENT 0x13BitTorrent protocol
MAIL – none –

Table 1: Payload signatures used. (Case sensitive)

them as quantitative features which is one of the reasons of the data over-
fitting issues described in [2].

In this work, we use a pre-processing phase where port numbers are quan-
tized. The quantization technique used depends on the application of inter-
est. For applications using the HTTP protocol, we assign the port variable
to 1 if the source or destination port number belongs to the set 80, 8080, 443
and 0 otherwise. For P2P applications, we assign the port variable to 1 if
both the source and destination ports are above 1024 but not equal to 8080.
Note that other quantization strategies are possible. For instance, for p2p
applications, one could have used legacy port numbers of considered p2p
applications. It turned out however that the quantization technique we use,
which makes no use of such a priori information, offers satisfactory results.

• Payload signatures: For many application classes valuable information is
carried in the packet payload. We thus enrich our set of features with payload
signatures. A list of signatures used in this work is presented in Table 1.
Presence of a signature is denoted as a 1, its absence as a 0.

• Payload histograms: Some of the applications carry valuable information
in the packet payload, but this information can not be easily transformed into
a classical signature. To address this issue, we propose an additional feature,
which is inspired by the work in [13] and [24]. During the model building
phase we create a model histogram of bytes distribution for a fraction of
the payload of all the flows of a given application. During the classification
phase, the histogram of a flow under test is compared to the reference his-
togram using the Kullback-Leibler distance as suggested in [25]. We encode
the result into a binary value that takes value 1 if the histogram of flow un-
der test is close enough to the model signature and 0 otherwise. Example of
model histograms are presented on Figure 2.

A key advantage of HTI is that all the information collected during the feature
extraction phase is cast into a new statistical decision problem. This means for
instance that the presence of a signature is not treated as a deterministic indication
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leading to a unique decision. Instead, HTI will assess the relevance of this infor-
mation and assign a weight to this feature. This relieves the practitioner from the
burden of formulating heuristic rules when various sources of information lead to
contradictory results, e.g, the deep packet inspection phase states that the flow is a
Web flow while statistical packet inspection states that it is a p2p flow.

3.4 Sub-models

To the best of our knowledge, all approaches relying on machine learning tech-
niques in the domain of traffic classification, lead to the generation of one model
for all the applications of interest [14]. For instance, if the machine learning algo-
rithm is a decision tree, a global decision is constructed during the training phase
that is to be operated as follows during the deployment phase:

• One first extracts for the newly arriving flow the set of input features used in
the decision tree;

• Starting from the root of the tree, one follows the decision tree, evaluating
the conditions associated to each branching point.

• One eventually ends up in a leaf of the tree which specifies the most likely
application behind the flow.

We adopt a different strategy in this paper where we generate one model per appli-
cation during the training phase. This slightly modifies the training.

Let us take a concrete example to illustrate this modified procedure. Assume
we have only three possible applications, Web, eDonkey and Mail. One first gen-
erates the model for Web traffic by merging eDonkey and Mail traffic together into
a data set labeled as “non-Web”. The training phase will lead to a model whose
output is a binary decision: the tested flow is a Web flow or not. We proceed
similarly for the two other classes. At the end of the training phase, we have one
model per application. We call these models sub-models to emphasize the fact
that they take a decision for one out of the many applications one seeks to detect.
Sub-models present the clear advantage in an operational setting that they can be
updated independently from each other, e.g., to account for a new release of an
application. What is more, sub-models allow for using different detection methods
for each class. It is still possible to generate one global model for all applications
of interest. We discuss the relative merits of each approach in Section 5.4.

If sub-models are used, a reconciling phase is needed in case a flow matches
many sub-models. We rely on the statistical confidence indices provided by the ma-
chine learning algorithm to do so, i.e., we pick among the matching sub-models,
the one that offers the highest probability score level. We exemplify this reconcil-
ing procedure for the case of the logistic regression algorithm that we present in
the next section.

9



3.5 Machine Learning Algorithms

We consider three supervised machine learning algorithms (Logistic Regres-
sion, Support Vector Machine (SVM) and C4.5) to instantiate the HTI framework.
Before detailing those algorithms, we formally define the problem of traffic classi-
fication.

Traffic classification consists in associating each flow to an application, based
on the features that have been extracted for this flow. A flow is defined as a se-
quence of packets with the same source IP address, destination IP address, source
port, destination port and protocol number. Let X be the n-dimensional random
variable corresponding to the flow features. A vector x consisting of the n mea-
sured features is associated to each flow. Let us assume that there are c applications.
We define a random variable Y that indicates the application that generated a flow.
It takes values in the set {1, 2, · · · , c + 1}. Y = c + 1 means that the flow is not
associated to any class, i.e., it is unknown. The problem of traffic classification is
to associate a given flow x with an application y.

3.5.1 Algorithm I - Decision tree C4.5

The C4.5 algorithm constructs a model based on a tree structure, in which each
internal node represents a test on features, each branch representing an outcome
of the test, and each leaf node representing a class label. The version we use [26]
incorporates a number of improvements such as pruning that aims at reducing data
over-fitting. More details about the algorithm can be found in [27]. C4.5 has been
widely used for traffic classification, [7, 1, 28].

3.5.2 Algorithm II - Support Vector Machine (SVM)

Support Vector Machine (SVM) is a technique for solving classification prob-
lem with high dimensional features space. The principle of SVM is to find a sepa-
rating hyperplane, which maximizes the distance between the closest sample data
points in the (reduced) convex hulls for each class, in a multi dimensional features
space [29, 30]. Originally the algorithm was designed for binary classification, but
multi class extensions exists as well. SVM has been already applied to the traffic
classification problem in several works e.g. [1, 30]. We use the implementation in
[26].

3.5.3 Algorithm III - Logistic regression model

The use of logistic regression has proliferated during the past decade. From
its original use in epidemiological research, the method is now commonly used in
many fields including biomedical research [31], business and finance [32], crimi-
nology [33], health policy [31] and linguistics [34]. Logistic regression is designed
for dichotomous variables. To model the relation between a binary variable (true
vs. false) and a set of covariates. To the best of our knowledge the method has
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never been used in the domain of traffic classification, we thus describe the model
in more details than C4.5 and SVM.

When applied to traffic classification, logistic regression will generate c sub-
models, one per application. This is because it can test one binary variable – the
flow has been generated by a certain application or not – against a set of covariates
– the flow features. Thus, Y takes value in the set {0, 1}, where Y = 1 if the flow
was generated by a certain application and 0 if it was generated by one of the other
c− 1 applications, or an unknown application. Note that while logistic regression
leads to c sub-models, we have greater flexibility with C4.5 and SVM where one
can generate one global model or c sub-models. We discuss this issue in Section
5.4.

Consider a flow with the following features vector x = (x1, x2, · · · , xn). We
wish to have the probability of whether this flow is generated by application A or
not. Formally, we can state this as2

p(Y = 1|X = x) = P (x, β), (1)

where p(Y = 1|X = x) is the conditional probability that the flow with fea-
tures x = (x1, x2, · · · , xn) is generated by application A and P is a function of x
parameterized by the weights vector β = (β0, β1, · · · , βn). Since the function P
represents a probability, it must take value between 0 and 1. Within the Logistic
regression framework, one assumes a specific function P:

P (x, β) =
eβ0+

Pn
j=1 βjxj

1 + eβ0+
Pn
j=1 βjxj

, (2)

From the above equation, we can derive a linear function between the odds of
having application A and the features vector x, called the logit model:

log
(

P (x, β)
1− P (x, β)

)
= β0 + β1x1 + · · ·+ βnxn, (3)

Unlike the usual linear regression model, there is no random disturbance term
in the equation for the logit model. This does not mean that the model is deter-
ministic because there is still room for randomness in the probabilistic relationship
between P (x, β) and the application A.

A logistic regression model is fully defined by its vector β = (β0, β1, . . . , βn).
Those values are estimated during the training phase, which is usually done using
maximal likelihood estimation, numerically computed with the Newton-Raphson
algorithm [35]. Further details on the logistic regression algorithm are provided in
Appendix A. Please note that for each application we have a distinct β vector.

We next turn our attention to the issue of reconciling multiple sub-models in
the case of logistic regression. Each flow to be classified is evaluated against all

2Please note that, for the sake of clarity, we avoided indexing each variable with application A.
However, we would like to point out that the following procedure is done for each application of
interest. In particular, it leads to β vectors that are application dependent in both length and value.
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Set Date Start Dur Size [GB] Flows [M] TCP [%] TCP Bytes [%] Local users Distant IPs
M-I 2008-02-04 14:45 1h 26 0.99 63 90.0 1380 73.4 K
R-II 2008-01-17 17:05 1h 10m 55 1.8 53 90.0 1820 200 K
R-III 2008-02-04 14:45 1h 36 1.3 54 91.9 2100 295 K

Table 2: Traces summary.

the sub-models. Each answer being probabilistic, we consider only sub-classifiers
results above a certain threshold. In this work we assume a threshold of P (x, β) ≥
0.5 which is equivalent to:

β0 +
n∑
j=1

βjxj > 0 (4)

This can potentially lead to multiple contradictory classification decisions. If
for a given flow, we have several sub-model decisions above the threshold, the one
with the highest probability score is picked:

arg max
k=1,...,c

{
P (x, β(k))|P (x, β(k)) ≥ 0.5

}
(5)

where β(k) is the beta vector for application number k. If for a given flow, no
sub-model decision is above the threshold, the flow is declared as unknown.

4 Off-line evaluation: warming-up

In this section, we report on the performance of an HTI instance, based on
logistic regression algorithm, in an off-line scenario using ADSL traces. We first
present the data set, reference point establishment method and the flow features
considered. We next report on the portability results obtained for all possible cross-
site scenarios. By cross-site, we refer to the case where, for traces collected on
different sites, we train the classifier on the trace collected on one site and apply
the resulting model on a different site. We call static case, the case where training
is performed on the same site on which the classifier is used (training and testing
sets are chosen so as to not intersect in this case). If we have n sites, each with
one trace, we thus have n static results and n(n − 1) cross site results. We have
highlighted in [2] the importance of performing cross site studies to detect data
over fitting issues. A typical example is the direct use of port number that leads the
classifier to learn the ports used by the p2p clients of local customers (managed by
the ISP), which improves the results on static cases, but is detrimental on cross-site
cases.

4.1 Traffic Data

Let us present our data set, how we establish the reference point (ground truth)
that is used as benchmark for our HTI classifier, the definition of our traffic classes
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Figure 3: Application breakdown in the data sets.

and the traffic breakdown.
Our data set consists of three recent packet traces collected at two different

ADSL PoPs in France from the same ISP. All traces were collected using passive
probes located behind a Broadband Access Server (BAS), which routes traffic to
and from the digital subscriber line access multiplexers (DSLAM) and the Inter-
net. Captures, which include full packet payloads, were performed without any
sampling or loss and contains over four million TCP flows. Each trace contains at
least one hour of full bidirectional traffic, with similar number of active local users
varying between 1380 and 2100. For details, see Table 2.

4.1.1 Reference point

In order to benchmark the performance of any classification method, a training
set, that we term our reference point (a.k.a ground truth) is needed. Signatures
commonly used in recent works [1, 12] provide deceptive results with our traces,
as more than 55 % of the flows are classified as unknown. In this work, we rely on
an internal tool of Orange, that we term Orange DPI Tool, or ODT for short. ODT
is in use on several PoPs of Orange in France.

We have compared ODT to Tstat [5], whose latest version features DPI func-
tions, in [36]. Specifically, we have shown that ODT and Tstat v2 offer similar
performance and outperform signature based tools used in the literature [1, 12].
As ODT embeds a larger set of signatures than Tstat v2, we rely on the former to
establish the ground truth in our study.
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Class Application/protocol
WEB HTTP and HTTPs browsing
HTTP-STR HTTP Streaming
EDONKEY eDonkey, eMule obfuscated
BITTORRENT Bittorrent
MAIL SMTP, POP3, IMAP, IMAPs

POP3s, HTTP Mail
REST MSN, FTP, NBS, NEWS, GAMES, STREAMING

P2P other, Attacks
UNKNOWN Other not recognized by ODT

Table 3: Application classes.

We are aware that the wording ground truth remains tricky as even DPI tools
might fail. We face here the same issue as former studies in the domain. However,
there barely exists any alternative to DPIs. Some approaches have been recently
proposed to obtain high quality reference data sets. In [37], the authors propose a
network driver installed on end hosts. This middleware flags flows according to the
application generating traffic. However, this solution is not applicable to the case
of large ADSL traces. A similar approach was recently proposed in [38].

4.1.2 Traffic breakdown

Classes used in this work are summarized in Table 3. This choice of classes
can be considered as a typical one for an ISP that monitors its network. It calls
for a few remarks. First, HTTP traffic is broken into two classes depending on
the application implemented on top: HTTP streaming and WEB, i.e., all other
HTTP based applications. Second, the most popular p2p applications among the
customers of the ISP3 have their own class. Less popular p2p applications are en-
demic and merged into the REST class. More generally, the REST class aggregates
less popular classes of traffic, including unidirectional flows (See Table 3).

Figure 3 shows classification results obtained by ODT, in flows and bytes, for
our three traces. On PoPs where ODT is used continuously, we checked that the
application breakdown is typical of the traffic observed on longer periods of time
(day or week). Among p2p applications, most bytes and flows are due to eDon-
key (more precisely eMule client [41]) followed by Bittorrent. Concerning eDon-
key, we observed that obfuscated traffic accounts typically for half of the bytes in
the EDONKEY class. Less popular applications (REST class) generated a small
amount of bytes (8-15%). We exclude them from our subsequent analysis, as we
exemplify HTI framework using most popular application classes.

3Studies of ADSL networks in Germany and the USA suggest that eDonkey and BitTorrent are
also the two major p2p applications in those countries [39, 40].
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The vast majority of traffic in the HTTP Streaming class is due to Dailymotion
[42] and Youtube [43], which account for 80% of the bytes. P2P streaming ap-
plications, that fall into the REST class, are active during short time periods, e.g.,
popular sport events, which probably explains why we do not observe such traffic
in our data [24]. A large fraction of flows in the REST class are unidirectional
flows to ports 135, 445 and 139. Those Windows services are targeted by a large
family of self-propagating malware (see for instance [44]).

Overall, ODT provides fractions of UNKNOWN bytes that range between 8%
and 24% depending on the trace.

In the remaining of this section, we present the calibration results of our (logis-
tic regression based) instance of HTI, restricting to the following subset of applica-
tions: BITTORENT, EDONKEY, HTTP-STREAMING, WEB and MAIL. These
classes were chosen for two reasons. First, they explain the vast majority of the
bytes on the ADSL platform we consider (see Figure 3). Second, they encompass
a diversity of protocols that enable us to challenge our HTI instance.

4.2 Flow definition

We seek to classify bidirectional TCP flow. We use the definition of a flow
based on its 5-tuple {source IP address, destination IP address, protocol, source
port, destination port}. We restrict our attention to TCP flows as they carry the
vast majority of bytes in our traces. We are still left with the issue of defining the
set of flows to be analyzed.

Since we use information related to the first few packets of each TCP transfer,
we restrict our attention to TCP flows for which a three-way handshake is observed
and at least four data packets are exchanged. This can lead to a significant reduction
of the number of flows we analyze but has little impact on the number of bytes
due to the heavy-tailed nature of the Internet traffic. For instance, for the case of
trace M-I, we end up analyzing 34% of the flows and 69% of the bytes. Note that
if we had restricted ourselves to TCP flows for which a three-way handshake is
observed, we would have respectively analyzed 77% of flows and 75% of bytes.
We refer the reader to our previous work [2] where we discuss in details different
flow definitions for the same traces as the ones used in the present work.

4.3 Training procedure

The training set for each application class contains 10K flows: 2K flows from
the considered class and 8K flows from the rest of the traffic. The training and
testing sets never overlap. The procedure is the same in single-site and in cross-
site experiments. For each case we repeat the experiment with randomly chosen
training sets five times and present averaged results.
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4.4 Performance metrics

We use accuracy and precision to assess the quality of our statistical classifier.
These are popular metrics in classification problems in general. They are built upon
the notion of True Positives (TPs), True Negatives (TNs), False Positives (FPs) and
False Negatives (FNs). These notions are defined with respect to a specific class.
Let us consider such a specific class, say the WEB class. TPs (resp. FNs) are the
fraction of WEB flows that are labeled (resp. not labeled) as WEB by the statistical
classifier. FPs (resp. TNs) are the fraction of flows not labeled as WEB by ODT
that are labeled (resp. not labeled) as WEB by the statistical classifier.

Accuracy and precision are defined as follows:

• Accuracy, a.k.a. Recall: Accuracy corresponds to the fraction of flows/bytes
of a specific class correctly classified. It is the ratio of TPs to the sum of TPs
and FNs for this class. For example, an accuracy of 50% for the WEB class
means that only half of the WEB flows/bytes are labeled correctly by the
statistical classifier.

• Precision: For a given class, it is the fraction of TPs in this class. For ex-
ample, a precision of 100% for the WEB class means that the statistical
classifier has put in this class only WEB flows/bytes. This result is satisfac-
tory only if all WEB flows are actually in this class, which is measured by
the accuracy.

A classifier works well if it offers, not only high overall accuracy, but also a high
precision for all classes. Depending on the precise requirements, flows or bytes
figures might be considered more important.

5 Off-line evaluation: performance results

5.1 Overall results

We evaluate our classifier in both single site and cross site scenarios. Table 4
presents classification results for each application class in terms of accuracy and
precision in both flows and bytes. Overall results are clearly impressive as no class
goes below 90% of accuracy and precision in both bytes and flows.

We repeat each experiment five times using randomly selected training sets to
confirm that results are stable. Table 5 presents the maximum deviation from the
results for each class and metric. Clearly, the choice of the training set has almost
no impact on the results.

To further highlight the benefits of the HTI approach, it is important to contrast
the above results with the ones obtained in previous studies:

• In [2], we evaluated several machine learning algorithms with purely sta-
tistical features (used in [8] and [7]) on the same traces. We observed per-
formance degradation for some applications in cross-sites experiments, e.g.,
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Accuracy [flows% | bytes%] Precision [flows% | bytes%]
WEB WEB

↓Training M-I R-II R-III
M-I 95% | 92% 98% | 93% 97% | 96%
R-II 94% | 92% 97% | 92% 97% | 96%
R-III 92% | 92% 96% | 92% 96% | 96%

↓Training M-I R-II R-III
M-I 99% | 97% 99% | 95% 99% | 95%
R-II 99% | 97% 99% | 94% 99% | 92%
R-III 99% | 97% 99% | 95% 99% | 95%

HTTP-STR HTTP-STR
↓Training M-I R-II R-III

M-I 98% | 99% 96% | 99% 98% | 99%
R-II 98% | 99% 96% | 99% 98% | 99%
R-III 98% | 99% 96% | 99% 98% | 98%

↓Training M-I R-II R-III
M-I 93% | 96% 96% | 98% 95% | 99%
R-II 93% | 96% 96% | 98% 95% | 99%
R-III 91% | 96% 95% | 98% 94% | 99%

EDONKEY EDONKEY
↓Training M-I R-II R-III

M-I 99% | 99% 98% | 98% 98% | 98%
R-II 97% | 98% 96% | 97% 97% | 97%
R-III 97% | 99% 98% | 98% 97% | 98%

↓Training M-I R-II R-III
M-I 91% | 95% 95% | 94% 98% | 98%
R-II 92% | 95% 97% | 95% 98% | 98%
R-III 92% | 96% 95% | 94% 98% | 98%

BITTORRENT BITTORRENT
↓Training M-I R-II R-III

M-I 100% | 100% 99% | 99% 97% | 98%
R-II 100% | 100% 99% | 100% 99% | 99%
R-III 100% | 100% 99% | 100% 99% | 99%

↓Training M-I R-II R-III
M-I 96% | 98% 98% | 99% 98% | 99%
R-II 99% | 98% 99% | 100% 99% | 100%
R-III 99% | 98% 99% | 100% 99% | 100%

MAIL MAIL
↓Training M-I R-II R-III

M-I 94% | 97% 99% | 100% 100% | 99%
R-II 90% | 95% 99% | 100% 99% | 100%
R-III 90% | 95% 99% | 100% 99% | 99%

↓Training M-I R-II R-III
M-I 94% | 99% 99% | 100% 99% | 100%
R-II 99% | 99% 99% | 100% 100% | 100%
R-III 99% | 100% 99% | 100% 99% | 100%

Table 4: Off-line classification results. [flows%/bytes%]

Class Accuracy [flows% | bytes%] Precision [flows% | bytes%]
WEB ≤ 1% | ≤ 1% ≤ 1% | 1%

HTTP-STR ≤ 1% | ≤ 1% ≤ 1% | ≤ 1%
EDONKEY ≤ 1% | ≤ 1% ≤ 1% | ≤ 1%

BITTORRENT ≤ 1% | ≤ 1% ≤ 1% | 3.7%
MAIL ≤ 1% | ≤ 1% 1.7% | 1%

Table 5: Maximum deviations of off-line classification results, for random training
sets. [flows%/bytes%]

accuracy of BitTorrent falls to 58% in some cases. Moreover, the classifica-
tion of HTTP streaming with those methods lead to accuracy scores below
20% and precision scores below 60%.

• Other studies tackled the problem of cross-site classification. In [1], a SVM-
based classifier trained on trace KAIST-I achieved an overall accuracy of
49.8% when applied to trace PAIX-II. Similarly, when trained on trace KEIO-
I and used on trace KAIST-I, the overall accuracy was only 63.6%. The au-
thors in [7] reported an accuracy score of 58% in a cross site experiment for
p2p applications.

5.2 Multiple classifications

In the classification phase each flow is tested against all the possible classifiers,
and so, multiple classifications might occur, for instance, a flow might be associ-
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ated to more than one class. As explained in section 3.4, for each flow, we pick the
class corresponding to the highest probability score. However, even if we keep all
the classification results, multiple classifications are rare events affecting at most
a few percents of the bytes. Figure 4 depicts the probability distributions for each
sub-classifier with classification threshold. For example Figure 4c shows scores
obtained by the HTTP-STR sub-model for all flows in the trace. Each curve on the
plot represents distribution of scores for a given class (obtained using ground truth
ODT).

Figure 4b shows that eDonkey is the only application that may suffer from
double classifications as almost 35% also match our BitTorrent sub-model. How-
ever, when picking the class with highest probability, all those flows are correctly
classified as eDonkey.
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Figure 4: Probability scores for each class model. Training on MI test on RIII.

5.3 Which method for which application?

The use of logistic regression has an additional advantage here in that it assigns
weights (β vector) to each input feature and a too low value reveals that the feature
is useless to classify the corresponding class. Table 7 (see Appendix B) presents
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the β values for each application of interest. We observed that some classes, like
BITTORENT, could be classified with signatures only. In this case HTI narrows
down to a standard deterministic DPI. For some other classes, like HTTP-STR,
mixing signatures and legacy flow features is the key to obtain high accuracy and
precision. HTI thus offers a powerful framework to combine many sources of
a priori heterogeneous information without requiring the practitioner to choose
among contradictory results that could be obtained by using in parallel a DPI and
a (classical) statistical approach.

We report below on the key insights obtained with the study of the β values in
Table 6:

• HTTP-STR and WEB: The use of purely statistical features allows to dis-
criminate between both classes taken together and the rest of the traffic, but
are not sufficient to differentiate between WEB and HTTP-STR. To prevent
misclassification between those classes, we introduced payload signatures
(see Table 1). Doing so results in consistently high performance for both
classes. The payload signature used for the WEB class is the negation of a
similar regular expression used for the HTTP-STR class. The payload fea-
ture is thus set to 1 if the signature is not matched, and to 0 otherwise. This
kind of signature would be useless in standard DPI, but here plays an impor-
tant role for differentiating the HTTP-STR class from the WEB class.

• BITTORRENT: While Edonkey and BitTorrent are two p2p applications,
different methods need to be used to detect them. Detecting BitTorrent using
statistical features only leads to poor results in some cross site experiments
[2]. Adding payload signature leads to a perfect accuracy and precision4.

• EDONKEY: We use only statistical features for eDonkey, which turns out to
be sufficient (no additional payload signature). It is important to note that the
statistical features of eMule are not altered by the obfuscation of protocol. If
we used classical payload signature instead, we would miss a large fraction
of bytes carried by obfuscated eMule flows.

• MAIL: This is an a priori easy to detect class. Our HTI instance relies on
port numbers and statistical features to take its decision.

As for the bytes histogram feature, after multiple tests it was removed from the
classifier. It only improved the results for BITTORRENT class in the static case
but deteriorates them in the cross site cases.

For the set of application classes we considered, the set of features we used
was sufficient to obtain good results. However, HTI is a generic framework that
can be tuned and extended as needed.

4Please note that our ODT version did not detect encrypted Bittorrent, thus we might find some
of this traffic in the unknown class
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Class Feature
Statistical Port Payload Signature

WEB V V V
HTTP-STR V V V
EDONKEY V V –

BITTORRENT – – V
MAIL V V –

Table 6: Methods playing important role in the model for each class

5.4 Impact of the classification algorithm and of the use of sub-models

In this section, we discuss the impact of the exact machine learning algorithms
used to instantiate HTI, as well as the impact of using single classifier for all classes
versus one sub classifier per class. Finally, we report on the results obtained with
raw (non quantized) statistical features. For the sake of clarity, we present only
a summary of the experiments, indicating most significant results. We considered
two alternative algorithms to Logistic regression, namely C4.5 and SVM. However,
the results obtained with C4.5 and SVM are highly similar, and we thus report on
C4.5 only.

We evaluated the following scenarios:

1. Single classifier - Quantized features.
In this case, we have a single decision tree for all classes. Features are all
binary values. Each application specific feature (like payload signature) is
encoded using one binary value, which increases the total number of fea-
tures. We use exactly the same data sets and features as in the case of logistic
regression.

2. One sub-classifier per class - Quantized features.
A separate decision tree is trained for each class of traffic. Features are all
binary values. We use exactly the same data sets and features as in the case
of the logistic regression.

3. Single classifier - raw statistical features.
In this case we build a single decision tree for all classes of interest. However
as opposed to previous cases we use the raw packet sizes as well as the
direction of the first data packets and the port numbers.

Comparing scenarios (1) and (2) with the results obtained with logistic regres-
sion in Table 4 we conclude that:

• We have almost a perfect match between all three scenarios, with a largest
deviation of 3% over all single-site and cross-site cases.

20



• Using one classifier for all classes (1) or multiple sub-classifiers (2) led to
very similar results in terms of accuracy an precision.

As for scenario (3) (raw statistical features) we observe issues described in
details in [2], namely:

• Degradation of performance in cross site cases. BITTORRENT is one of the
particularly concerned classes.

• Non acceptable performance with HTTP-STREAMING.

Scenario (3) confirms that relying purely on statistical flow features is not suf-
ficient for some applications.

The main lesson learned from those experiments with different algorithms is
that the results obtained in Table 4 are not specific to the logistic regression algo-
rithm but can also be obtained with other machine learning algorithms.

We use the logistic regression as it preserves the modularity (flexibility) of
design, leading to easily expendable sub-classifiers. Moreover, it builds simple
and very easy to interpret models (β values) that allow intuitive understanding of
the impact of each feature (method) in the classification process.

6 HTI in the wild - production deployment

Results of the previous section demonstrated that our Logistic regression in-
stance of HTI is accurate and portable when applied on passively captured traces.
We now report on an HTI deployment in a production environment of a large ADSL
platform.

6.1 Platform Details

We deployed our HTI classifier in one of the aggregating links at an ADSL
platforms servicing around 16,000 customers. It is a different PoP from the ones
used in Section 5 that were fairly smaller in size. The traffic enters and leaves the
ADSL platform through 4 high-end switches with two load balancers working at
the IP level before and after the switches. As a consequence of this topology, the
traffic of a user, which is mapped at a specific time to a certain IP address (the ISP
allocates addresses dynamically), will go always through the same switch on its
outbound and inbound path. However, the inbound and outbound switches need
not to be the same as the two load balancers are working independently. Hence,
there is a probability of 1/16 that the two directions of the traffic to and from a local
IP address transits through the same switch. HTI instance is currently deployed
on one of those switches and we need to observe the two directions of traffic to
take classification decisions. As a consequence, we observe at a given point of
time 1/16-th of the platform traffic. However, as IP addresses are reallocated to
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customers, the set of users we observe varies over time and on a long period of
time, we can assume to see a vast majority of users of the platform.

Classification was performed on a two core Intel(R) Xeon(TM) CPU 2.80GHz
machine with 2 GB of RAM. Operating system used was Mandriva Linux. The
classification tool was developed in C.

6.2 Implementation Issues

The major implementation challenge we faced is a correct memory manage-
ment as we keep per flow records. A garbage collection mechanism periodically
dumps non active or completed flows on the disk and removes them from the data
structure stored in main memory. This mechanism permits to keep memory con-
sumption low – between 64 and 150 MB – as only state of the long flows needs
to be stored for long periods of time. Note that while the classification process
extracts all input features (port numbers, flow features and presence of signature)
from the first 4 data packets of a flow, we continue tracking flows longer than 4
data packets as we need to know their size in bytes and packets along with their
ending time for accounting purpose.

As for the CPU consumption, it is as well kept low (12%-20%) as feature
extraction is cheap and the classification process boils down to run the c sub-
classifiers (c equals to number of classes considered) on each flow of more than
4 data packets.

6.3 Model Validity

We used a model (consisting of several sub-models) generated out of the M-I
trace (see Section 5). Given that the M-I trace was captured more than one year
ago, we need to assess the accuracy of the model.

To do so, we performed multiple captures in parallel to the constantly running
HTI instance and cross-verified the results with our ground truth tool, ODT. Each
day four captures of one hour are performed, one in the morning, one in the af-
ternoon and two in the evening. Each capture contains 17-23 GB of data. We
test our classifier for each of the traces (against ODT) and compute the average
performance results for each day.

We present in Figures 6 the accuracy5 in flows and bytes respectively of the
model trained over the M-I trace against the ground truth as obtained by ODT.
We observe a very good agreement between the model and ground truth. The
discrepancy observed between accuracy in bytes and flows stems from a handful of
large HTTP-STREAMING flows not correctly flagged by our HTI instance. More
specifically as HTTP streaming flows are fairly small in numbers (as compared to
HTTP flows in general) but large in size, mis-classifying them by labelling them
as WEB and not HTTP-streaming affects our results both in bytes or flows.

5the precision figures are similar to the accuracy, we won’t report on them due to space limitation
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As HTI relies partly (but not only, see Table 6) on the signatures in Table 1
to separate HTTP streaming flows from WEB flows, one can expect to improve
results by extending our set of signatures. Note that the signatures we used are the
same as the ones used in [39].

6.4 Live Experiment Results

Results of the classification for one week are presented in Figures 5.
We note that:

• The accumulated size of classified data was more than 2 TB and represent
more than 18 millions flows.

• Using just a small number of classes we are able to classify 84 % of the
bytes.

• Uplink traffic is still dominated by peer-to-peer applications: Edonkey fol-
lowed by Bittorrent. In contrast, the downlink carries additionally a signif-
icant amount of HTTP-STR and WEB traffic. Increasing importance of the
HTTP driven applications as compared to peer-to-peer is in line with the
findings in [39, 40] where the traffic from large populations of ADSL users
(30K and 100K respectively) was analyzed in 2009.

• Peer-to-peer traffic exhibits small daily variations in contrast to HTTP-Streaming
and WEB, which are clearly dependent on users interaction.

• The volumes for each type of traffic is fairly stable over the course of the
week, despite the fact that the set of users we observe varies over time due
to our measurement set-up. We intend to further analyze this phenomenon
once several months of data will have been collected.

6.5 Live Deployment Benefits

The benefits that come from a live deployment of our logistic regression based
HTI instance are:

• Constant monitoring of the network can be done with a low storage require-
ment. A large ADSL platform can generate more than 100 TB of data in just
one month. Live classification lets us monitor this traffic continuously with-
out storing any packet level traces. With this kind of design, we can monitor
mid and long term trends in application usage.

• Our classification decision is based on the beginning of the flows (e.g., using
the first four data packets of each transfer). This means that we can not only
passively classify flows, but also take active decision about, e.g., QoS or even
routing based on the traffic class.
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Figure 5: Traffic rate evolution - one week. Aggregation resolution of five minutes.

6.6 Discussion

Although we believe that the HTI framework, by allowing the combination of
several classification methods, is an important step forward, it does not solve all
the issues. Some of the still existing limitations are:

• Building the classifier, method selection and calibration is still a labor in-
tense iterative process requiring some sort of ground truth. The ground truth
problem might be solved by the recent efforts to generate reference sets, de-
scribed in [37, 38]. However, for the labor intensity of the process, there is
no efficient alternative to the best of our knowledge.

• We lack an oracle to trigger a re-training of the sub-models upon the de-
tection of abnormal variations of the traffic in the corresponding class. It is
easy to imagine that a new release of a protocol can alter the features we
rely on. However, as the deployment of this version might be progressive in
the user community, this would result in simultaneous decrease in the rate of
traffic of this class and increase of the unknown traffic. One might consider
integrating an anomaly detection method to detect those cases.

• Statistical features can handle well some of the obfuscated protocols (e.g.
EDONKEY), however handling VPN tunneling consisting of multiple ap-
plications is still an open issue.

• Last but not least, most of the features/methods we rely on are very easy to
imitate for a malicious application. Hence, the need to continue designing
new robust classification techniques. The HTI framework can help integrat-
ing such new techniques with previously proposed method.
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Figure 6: Accuracy of HTI in Live experiment.

7 Conclusion

Traffic classification is a key function in the management process of corpo-
rate networks and also for ISPs. Several different classes of methods have been
proposed, especially deep packet inspection (DPI) and machine learning based ap-
proaches. Each approach is in general efficient for some classes of applications.
To put it differently, the difficulty of detecting an application varies from one ap-
plication to the other. It is a function of the peculiarities of the application or the
result of the will of the designer to evade detection techniques. Based on these
observations, we propose a framework, called Hybrid Traffic Identification (HTI)
that enables to take advantage of the merits of different approaches. Any source of
information (flow features, DPI decision, etc) is encoded as a binary feature; the
actual classification is made by a machine learning algorithm. We demonstrated
that HTI is not-dependent on a specific machine learning algorithm, and that any
classification method can be incorporated to HTI as its decision could be encoded
as a new feature.

We heavily tested HTI using different ADSL traces and 3 different machine
learning methods. We demonstrated that not only HTI outperforms the classical
classification schemes, but, in addition, it is suitable for cross-site classification.
We further reported on the use of an HTI instance that takes its decision on the fly
for all the traffic generated by the customers of an ADSL platform.

Overall, the HTI framework constitutes a significant step forward in the issue
of traffic classification as it is flexible enough to enable the integration of new ap-

25



proaches that could be proposed in the future and thus enables an easy comparison
of the added value they bring as opposed to legacy methods.

A Logistic Regression - model building

We describe here the model building phase(β estimation) for the logistic re-
gression. We exemplify the process for the case of a single application denoted as
A. The same procedure as per below needs to be repeated for each application of
interest. Consider a training data set of N flows characterized by the feature vec-
tors X = (X1, X2, · · · , XN ), where Xi = (xi1, x

i
2, · · · , xin) is the feature vector

of flow i, and let the vector Y = (y1, y2, · · · , yN ) be such that yi = 1 if flow i is
generated by the application A and yi = 0 otherwise. The likelihood function is
given by a standard formula [35]:

P (X,β) =
N∏
j=1

p(Y = yj |Xj) (6)

=
N∏
j=1

(p(Y = 1|Xj)yj (1− p(Y = 1|Xj))1−yj

As the values of p are small, it is common to maximize the log-likelihood
L(X,β) = logP (X,β) instead [35], to avoid rounding errors.

By substituting the value of p(Y = 1|Xj) by its value defined in Equation (2)
we get the log-likelihood for the logistic regression:

L(X,β) =
N∑
i=1

[
yiβ

TXi − log(1 + eβ
TXi)

]
(7)

In the logistic regression model, we wish to find β that maximizes Equation
(7). Unfortunately, this can not be achieved analytically. In this work, we compute
it numerically using the Newton-raphson algorithm [35]. This algorithm requires
two main components: the first derivative of the loglikelihood and the Hessien
matrix, i.e., the second derivative matrix with respect to β.

From Equation (7) we can derive the first derivative

∂L(X,β)
∂β

=
N∑
i=1

Xi(yi − p(xi, β)) (8)

We now derive the Hessien matrix

∂2L(β)
∂β∂βT

= −
N∑
i=1

XiX
T
i p(xi, β)(1− p(xi, β)) (9)
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1st packet 2nd packet 3rd packet 4th packet port signature
β0 dir. push size dir. push size dir. push size dir. push size X X

WEB -22.95 1.47 1.88 7.14 0.46 0.81 1.82 -0.24 1.90 -1.67 0.95 -1.87 -0.24 6.49 11.87
HTTP-STR -96.75 88.90 -1.32 5.65 -2.15 -0.19 -3.85 3.34 -6.78 -3.86 1.42 0.37 -0.66 6.90 16.96
EDONKEY -36.52 -0.45 -2.49 -33.46 -0.03 -2.81 -55.05 2.68 0.30 -64.26 2.28 34.30 -2.23 7.05 -

BITTORRENT -102.57 -0.00 -0.00 0.00 -0.00 -0.00 -0.00 0.00 -0.00 -0.00 0.00 0.00 -0.00 -0.00 205.13
MAIL -41.03 -0.54 0.69 -89.78 -1.40 1.13 -2.58 -1.00 0.86 5.12 -0.33 31.64 -4.27 16.26 -

Table 7: Live experiment - beta coefficients

The pseudo code of Newton-Raphson algorithm is depicted in Algorithm 1.
We start with a first guess of β, then we use the first derivative and the Hessien
matrix to update β. Using the new β we compute the new loglikelihood. This is
repeated until there is no further change of β. The Newton-Raphson algorithm has
been shown to converge remarkably quickly [45]. In this work, it takes less than
one second to output an estimate of β.

Algorithm 1 Newton-Raphson algorithm
1: initialize β
2: while ‖βnew − βold‖ > thr1 and abs(Lnew − Lold) > thr2) do
3: Calculate g = ∂L/∂β
4: Calculate H = ∂2L/∂β2

5: Set βold = βnew

6: Calculate βnew = βold −H−1g
7: Set Lold = Lnew

8: Calculate Lnew

9: end while
10: Calculate variance matrix V̂

B Live experiment - beta coefficients
See Table 7.
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