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Abstract—An optimum internal model with constraints is proposed and discussed for the control of a speech robot, which is based on the human-like behavior. The main idea of the study is that the robot movements are carried out in such a way that the length of the path traveled in the internal space, under external acoustical and mechanical constraints, is minimized. This optimum strategy defines the designed internal model, which is responsible for the robot task planning. First, an exact analytical way to deal with the problem is proposed. Next, by using some empirical findings, an approximate solution for the designed internal model is developed. Finally, the implementation of this solution, which is applied to the control of a speech robot, yields interesting results in the field of task-planning strategies, task anticipation (namely, speech coarticulation), and the influence of force on the accuracy of executed tasks.

Index Terms—Artificial neural networks (ANNs), constrained optimization, Lagrange’s multipliers method, mathematical and computational issues in robotics control, mathematical physics, models and theories of speech production, λ-model [equilibrium-point hypothesis (EPH)], optimum control, optimum task planning, path and trajectory planning, robotics of speech production, robot-motion planning, variational calculus.

I. INTRODUCTION

ROBOTICS of speech production is quite a challenging subject in modern design and engineering. Since it is well-known that the tongue is one of the principal elements, which is responsible for speech production, many speech robots are based on the modeling of the movements of the tongue. To ensure the quality of these movements and, consequently, that of the produced speech (both have to be as close as possible to the real ones), the control of such robots is extremely important. To this end, the principles of control of such artificial-intelligence devices are often borrowed from human beings, and many robots are based on human-like behavior and are modeled in close conjunction with the motor-control theories [1]–[5].

Currently, there is no single unique theory in the field of motor control and task planning. Over the past 80 years, many different approaches were developed and are currently in competition; these include the electromyographic approach [1]–[3], the information-channel approach [3], [6]–[8], the global economy of the diverse mechanical factors approaches [9]–[15], the equilibrium-point hypothesis (EPH, which is also known as the λ-model) [1], [5], [16]–[27], the internal models’ approaches [28]–[30], etc.

Among these approaches, the EPH, economy’s approaches, and internal models’ ones have received some special interest in speech robotics.

The EPH is a development of the classic linear damped spring model of muscle [31], which is completed by central nervous system (CNS) influence. According to the EPH, the muscle can be modeled as a nonlinear spring, which is controlled by a special motor command λ, which descends from CNS. The force $F$, which is generated by such a muscle, depends on the difference between its actual length $l$ and the CNS motor command $λ$, as well as on several other physical parameters associated with muscle. In other words, $F(l, λ) = f(s)H(s)$, where $f(·)$ is the transfer function of muscle, $H(·)$ is the Heaviside step function, and the parameter $s$, which is called activation, is defined as $s = l - λ$ for the static case and as $s = l - λ + \varepsilon v$ for the dynamic case, where parameters $\varepsilon$ and $v$ are, respectively, the damping factor and the speed of muscle lengthening. As to the transfer function of muscle $f(·)$, it has been noted that it is a nonlinear function, and it is quite well-approximated by an exponential function. Thus

$$F(λ) = \rho (e^{cs} - 1) H(s)$$

where $c$ is the form parameter, and $\rho$ is a parameter related to the force-generating capability of muscle [19], [32], [33]. By expanding the latter expression in the Maclaurin series for $s > 0$, it is straightforward to see that for $0 < s \ll 1$, the muscle, in first approximation, behaves as a classic linear spring

$$F(λ) = \rho \sum_{n=1}^{\infty} \frac{(cs)^n}{n!} = \rho c s + O(s^2)$$

which is another argument in favor of this model. From the point of view of robotics and cybernetics, the λ-model is especially attractive, because it provides a simple mathematical mean to conceive artificial-intelligence devices based on the human-like behavior, without going into details about the underlying principles of motor control. The EPH has also become quite popular in the articulatory speech-production field, for which correct
modeling of the tongue and jaw movements is of great importance, because these are physically responsible for speech production. Due to the increasing researcher's interest and to the constantly growing computational capacities, many of such works have arisen over the past 15 years (e.g., see, [33]–[40]).

One of these examples is the articulatory-based speech robot that we used in our study (see, e.g., [33], [41] and [42]). This robot represents an artificial tongue, which is modeled by six main muscles that are responsible to shape and move the tongue in the sagittal plane: posterior and anterior parts of genioglossus, styloglossus, hyoglossus, inferior and superior longitudinis, and verticalis (see Fig. 1) [43]. Each of these muscles is controlled by its own motor command \( \lambda_i, i = 1, \ldots, n, n = 6 \), according to the EPH.\(^1\) Their forces are generated according to (1), with different \( \rho \) for each muscle, and with constant \( c = 1 \text{ cm}^{-1} \) [19], [32]. Initial vocal-tract geometry is reconstructed from anatomical cineradiographic data. By means of the finite-element method [44], the tongue is divided into small volumes connected by 221 nodes, each of which anatomically belongs to the defined muscle(s). The motion of each node is then described by a second-order ordinary differential equation (ODE) with damping and external terms, due to viscosity, gravity, and contact reaction forces. The stiffness matrix, which determines the distribution of the internal forces within the finite-element structure, is calculated by the finite-element algorithm. Such a complex system of the ODEs is solved numerically by means of the Runge–Kutta method using MATLAB software, which finally gives the trajectory of each node and, by further interpolation, the motion of the tongue body. In order to achieve the vocal-tract reconstruction, lips, palate, and pharynx are also added to model mechanical contacts with tongue (see Fig. 2). The jaw is represented by static rigid structures to which the tongue is attached. Note, finally, that there are also other articulatory-based speech robots that might be interesting [45]–[59], especially because the optimum internal model that we will introduce is meant as a general model and can be used with many other speech robots using similar principles of control.

The diverse-economy approaches consider that the movements are defined by some economy principle, that is to say,

\[ \lambda \equiv (\lambda_1, \ldots, \lambda_n). \]

\(^1\)For simplicity, we will write these motor commands as components of vector \( \lambda \).

The movements are always carried out in such a way that some criterion is optimized. These approaches are basically inspired from analytical mechanics, namely, from principle of least action [60]–[69], which is one of the most universal principles of physics (many fundamental equations of physics can be deduced from it). This principle states that the motions are always carried out in such a way that the action\(^2\) is minimum. However, because of high complexity of biosystems, direct applications of this principle in motor-control theories are quite limited. Under these circumstances, the exact mathematical description being almost impossible, and one of the possible solutions might be to describe them more globally, i.e., by supposing that some global criterion is optimized during the movement. This criterion, which is often known as a cost, may be defined in many different ways, e.g., time cost, energy cost, force cost, impulse cost, accuracy cost, etc. In this field, the concept that appears to be the most frequent and interesting is that of the minimum of the jerk cost\(^3\) [9]–[11]. The idea of the economy principles also affected robotics and, in particular, the speech-motor-control community, and several studies using economy principles appeared. Basically, these works propose to search for the shortest trajectories between the steady-state positions in the command internal space [32], [36], [39], [70]–[73]. In some of these works, the shortest distance principle is explicitly stated, and thus, authors suggest using straight lines as solutions (the straight line is the shortest trajectory between two points if there are no constraints). In others, it is implicitly formulated by constant-rate transitions between steady-state positions, i.e., again by straight-line transitions. These works reported that by shifting motor-control commands \( \lambda \) at constant speed, realistic articulatory movements and speech signals may be produced. It is interesting to note that the minimization of the trajectory

\(^2\)The action is the definite integral over time interval of the Lagrangian, the latter being the difference between kinetic and potential energies.

\(^3\)Jerk, also known as jolt, is the rate of change of acceleration, i.e., the third derivative of displacement with respect to time. The jerk cost is, therefore, defined as definite integral over time interval of the square of jerk.
length (3), as well as that of the jerk cost, are quite similar, at least, mathematically, to that of the action. In fact, in all three cases, one seeks to optimize a trajectory-depending functional, which is given as definite integral over time interval. Finally, the exploration of optimum principles may also be interesting in the field of inverse problems. By optimizing a cost functional (or just function) under constraints on outputs, one can find the corresponding inputs (as we will show later). This idea is not novel in the speech field. For more details, see [74]–[76].

Finally, there is another approach that should be mentioned in the human-like robotics context: the internal models [28]–[30]. This approach supposes that any living creature has an internal representation of all the external tasks he/she can do. Thus, typically, the learning of a new task implies, inter alia, the determination of the corresponding place in the internal space. It is also important to note that there is no bijection between internal and external spaces, since the same task can be achieved differently. The notion of tasks is closely related to that of targets, and it is very important for the planning theories. In speech motor control, there are different interpretations of targets, which is also known as reference frames. For example, these may be vocal-tract configurations (e.g., tongue shape, constriction position, and lips area) and, consequently, the output acoustic patterns, which may be expressed in terms of formants. Since there is great variability of the formants for the same vowel, the auditory system normalizes them, in order to recognize the vowel, which is the so-called target-normalization theory. The other theory is more complex and takes into account not only the static acousticoephonic parameters but also the dynamic ones, such as transitions and their character (e.g., linear, different nonlinear forms, etc.). These transitions are often associated with formant transitions [79], [80], because it has been empirically established that this dynamic acoustic information also contributes for vowel identification [81] (see also various coarticulation references given in Section III-A2), which is the so-called dynamic-target-specification theory [82], [83]. However, these two basic interpretations of targets are far from being exhaustive, and the reader might particularly appreciate the theoretical study in [78], where one can find muscle-length targets, articulator targets, constriction-position targets, acoustic targets, auditory perceptual targets, etc.

The aim of our study is to propose an optimum internal model for the control of the speech robots based on the EPH. The motion planning of the robot is performed in its internal space, whose coordinates are \(\lambda\)-motor commands of the EPH (internal space \(\lambda\) is, therefore, \(n\)-dimensional space). Being inspired by the principle of least action, it is proposed that the robot task planning is based on the global optimum principle, which is related to the aforementioned internal space, with external constraints related to the execution of tasks (e.g., the quality of the executed tasks), or in motor-control words, to the targets. It is proposed, namely, from that all the movements, including those of the tongue, which are mainly responsible for speech production and are controlled by the \(\lambda\) commands according to the EPH, are carried out in such a way that the length of path, which is traveled in the internal space \(\lambda\), is minimized, under external physical constraints, namely, acoustical and mechanical ones. The robot’s behavior is, therefore, completely determined by this optimum principle, which permits finding the corresponding optimum commands \(\lambda\), which are sent to the robot. Therefore, the originality of our work consists in two important differences with respect to previously referenced works in the EPH-based robotics field. First, previous works do not perform the minimization of length in order to find corresponding motor commands \(\lambda\). They just use the fact that the straight line is the shortest path between two points. However, the latter fact is true if there are no constraints, and with constraints, their approaches cannot provide solutions. Second, the optimization that we carry out is, in addition, a constraint one. We first perform it under one constraint (the acoustical one) and then under two constraints (the acoustical and the mechanical ones).

II. OPTIMUM INTERNAL MODEL

A. Preliminaries

First of all, we specify what we exactly mean by external physical constraints. The acoustical constraints consist in the specification of the sound that we wish to produce. Its specification is made in terms of the spectrum, and since the optimum internal model is mainly designed for vowels, the latter can be roughly approximated via the first \(k\) formants of vowel, which are denoted by vector \(F = (F_1, \ldots, F_k)\). In practice, the formants are obtained via the BTM, which is followed by an acoustical tube model (see Fig. 3). First, the BTM provides the vocal-tract geometry \((x, y)\), and then, the acoustical tube model cuts the vocal tract in cross sections (see Fig. 2) and approximates it by a tube of variable cross section. This yields the area function of the vocal tract, by which, the formants are computed [84]–[86]. The mechanical constraint consists in the requirement to keep the prescribed mean force’s level contained in the tongue during speech production. This level is calculated as the arithmetic (or sample) mean of the absolute values of the forces at each node of the BTM. Physically, this level may be interpreted as mean muscular tongue effort, or measure of global tongue stiffness, and phonetically, it helps to account for lax and tense vowels.

B. Mathematical Formalization of the Formants–Commands and Force–Commands Relationships and Learning of the Artificial Neural Networks

As we saw before, the BTM is not a fully analytical robot. In other words, there are no explicit analytical relationships

---

4This work seems to be misinterpreted in [77], where the cost function from [76] was called “length,” while it is clearly called by its author as “variation,” and in addition, the formula provided in [76] does not represent the length.

5It has been even suggested that in as human beings, the most probable site for the latter may be the cerebellar cortex [26].

6The question where the transitions are planned and how they are controlled is also a subject of controversial discussion; some works suggested that it may be in spatial reference frames, while others reported that it may be more closely related to physical levels (e.g., joints and muscles) [78].

7Or they are trivial, e.g. straight line or plane passing through endpoints.
between its inputs and outputs. However, in order to mathematically implement the minimization algorithm of the optimum internal model, we need the analytical relationships between the formants $F$ and the motor commands $\lambda$, which are denoted by vector field $F(\lambda)$, and between the global mean force’s level $F$ and $\lambda$, which are denoted by scalar field $F(\lambda)$, as well as their derivatives. For this reason, we approximated the BTM, followed by an acoustical tube model, by two artificial neural networks (ANNs) [5], [87]–[91] (see Fig. 3). The choice of the ANNs for similar problems was already suggested by several authors [92]–[97]; moreover, the ANNs are precisely known for their good properties for multidimensional approximations. Besides, the replacement of a particular BTM by ANNs has potentially another application: the generalization of the proposed internal model for its use with other speech robots based on the EPHI or using similar principles of control, whose input–output relationships may be approximated by the ANNs.

The learned ANNs (for details, see the Appendix) reveal the general nonlinear character of the dependencies $F(\lambda)$ and $F(\lambda)$, as shown in Fig. 4. Nevertheless, one can note that the dependencies $F(\lambda)$ and, especially, $F(\lambda)$ are not highly nonlinear; it suggests that it would be also reasonable to try the use of the multidimensional polynomials instead of the ANNs, since the former are “lighter” for calculations from the computational point of view.

C. Model Itself

The optimum internal model, which is designed according to the principle of the shortest path in the internal space under constraints, logically leads to the calculus of variations [98]–[105]. In fact, the problem to find a curve, whose length is least under constraints, is one of the typical problems of variational calculus, which is known as the geodesic problem. The length of a curve, which is given in parametric form $\lambda(t)$, in the $n$-dimensional space $\lambda$, can be written as [99], [100], [102]–[105]

$$\mathcal{L}[\lambda(t)] = \int_{t_1}^{t_2} \sqrt{\lambda_1^2 + \cdots + \lambda_n^2} \, dt = \int_{t_1}^{t_2} ||\dot{\lambda}(t)|| \, dt \quad (3)$$

where $t_1$ and $t_2$ are, respectively, the initial and final times of movement $\lambda(t_1)$ and $\lambda(t_2)$—their corresponding positions in the internal space $\lambda$. We will now seek the vector-valued function $\lambda(t)$, i.e., the set of functions $\{\lambda_i(t)\}_{i=1}^n$, which minimizes this integral under two constraints: acoustical and mechanical.

The acoustical constraint consists in the specification of the initial and final phonetic targets, which correspond, respectively, to the initial $t_1$ and final $t_2$ moments. These targets are the zones in the formant space $F$. Formally, the constraint is defined as the appertaining of the first $k$ formants of each produced vowel to its own specific formant zone, which is defined by a $k$-dimensional ellipsoid rectangle in the formant space $F$. In other words,
mathematically, the formants of the $j$th produced vowel, which are denoted by $\mathcal{F}_j = (F_{1,j}, \ldots, F_{k,j})$, must satisfy $H(G_{a,j}) = 0$, where

$$G_{a,j}(\mathcal{F}_j) = \sum_{l=1}^{k} \frac{\left( F_{l,j}(\lambda_j) - \mathcal{F}_{l,j} \right)^{2n_j}}{\epsilon_{l,j}} - 1$$  \hspace{1cm} (4)$$

where $\mathcal{F}_{l,j}$ are the prescribed formants, $F_{l,j}$ are the produced ones, parameters $\epsilon_{l,j}$ define the axes of the formant ellipsoid-rectangle, $\eta_j$ defines its shape (rounded or rectangular), $\lambda_j = \lambda(t_j)$ is the vector motor command that is responsible for the production of $j$th vowel, and $j = 1$ and $2$, since we have only two targets (vowels): the initial one and the final one. By an ellipsoid-rectangle, we actually mean a voluminous $k$-dimensional figure, which is obtained from the previous equation by setting $G_{a,j} = 0$. For $n_j = 1$, it is a $k$-dimensional ellipse; then, by increasing the parameter $n_j$, it becomes more and more rectangular, and finally, for large $n_j$, it becomes definitively a hyper-rectangle. The equality, which is given by $H(G_{a,j}) = 0$, means that we wish the formants of the produced sounds to be inside their ellipsoid-rectangles; this can be viewed as a weak constraint, because we do not specify where exactly we want the formants to be; they must be just somewhere inside the ellipsoid-rectangles. We could pose $G_{a,j} = -1$, i.e., the strict belonging to the given set of formants of the produced vowels; however, this constraint is too rigid and, in practice, it does not seem very real, since the slight fluctuation of the phonetic targets is always present (actually, parameters $\epsilon_{l,j}$ were previously introduced for this purpose, i.e., in order to define the size of the formant zones), or in addition, $G_{a,j} = 0$, i.e., the strict pertaining to the surface of the formant ellipsoid-rectangle (which is another weak constraint, because we do not specify where exactly on the ellipsoid-rectangle’s surface the formants must be, but it is stronger than $H(G_{a,j}) = 0$). Furthermore, the constraints of the type $H(G_{a,j}) = 0$ will be called the constraints of the first kind; those of the type $G_{a,j} = 0$ will be called the constraints of the second kind.

The mechanical constraint simply consists in the equality of the global mean force’s level $\mathcal{F}$ to the prescribed value $\mathcal{F}(t)$ (time-dependent in general), which must be kept during the whole transition between $t_1$ and $t_2$:

$$G_{\text{tr}}(\lambda, t) = \mathcal{F}(\lambda) - \mathcal{F}(t) = 0$$  \hspace{1cm} (5)$$

i.e., this constraint has to be satisfied every time and everywhere and not only in $t_1$ and $t_2$, as it is for the acoustical one. Note that the introduction of the constraints in the model aims precisely to mathematically formalize the targets (see Section I). The acoustical constraints represent actually a sort of static targets, which are in accordance with target-normalization theory (especially that of the first kind). In contrast, the mechanical constraint, which is a dynamic one, corresponds to the dynamic-target-specification theory (since it must be satisfied during the transition and not only at the static endpoints belonging to some zone) and aims to better represent the reality of the system.

As we may recall from variational calculus, the function $\lambda(t)$ that minimizes the functional (3) is the solution of the corresponding system of the Euler–Lagrange differential equations. For the ordinary variational problem, which requires the stationarity of the functional

$$Y[\lambda(t)] = \int_{t_1}^{t_2} f(\lambda, \dot{\lambda}, t) dt$$  \hspace{1cm} (6)$$

with given fixed boundary conditions $\lambda(t_1) = \lambda_1$, and $\lambda(t_2) = \lambda_2$, under the $m$ constraints $G_j(\lambda, t) = 0$, for $j = 1, \ldots, m$, the solution can be found from the following system of $n$ Euler–Lagrange equations:

$$ \left\{ \frac{\partial}{\partial \lambda_i} \left( f + \sum_{j=1}^{m} \mu_j G_j \right) - \frac{d}{dt} \frac{\partial}{\partial \dot{\lambda}_i} \left( f + \sum_{j=1}^{m} \mu_j G_j \right) \right\} = 0 \hspace{1cm} (7)$$

where $\mu_j \equiv \mu_j(t)$ are the Lagrange’s undetermined multipliers. The latter equation may be reduced to the following one, which is represented in vector form as

$$\frac{\partial f}{\partial \lambda} + \sum_{j=1}^{m} \mu_j \frac{\partial f}{\partial \dot{\lambda}_j} - \frac{d}{dt} \frac{\partial f}{\partial \dot{\lambda}} = 0$$  \hspace{1cm} (8)$$

where $\partial f/\partial \lambda$ is the operator of partial differentiation with respect to each component of the vector $\lambda$. Note that since we have $n$ differential partial equations and $m$ equations of constraint, we can find all $n$ components of $\lambda(t)$ and $m$ Lagrange’s multipliers; the remaining $2n$ unknowns, due to $n$ differential equations of second order, can be found from the $2n$ boundary or initial conditions. Note also that the constraints $G_j$ may be static or dynamic, that does not change the previously mentioned differential equation, since they do not contain $\dot{\lambda}$ (for more information, see [100] and [104], where we can also find the cases of the constraints given as ODEs). Obviously, similar reasoning also applies to the mechanical constraint (5).

For the functional (3), the Euler–Lagrange equations are particularly simple, because the integrand contains only the derivative of $\lambda(t)$, which is a particularity of all geodesic problems, i.e., we have the following system:

$$\left\{ \frac{d}{dt} \frac{\dot{\lambda}_i}{\sqrt{\dot{\lambda}_1^2 + \cdots + \dot{\lambda}_n^2}} - \mu_i \frac{\partial \mathcal{F}}{\partial \lambda_i} = 0 \right\} \quad \forall i = 1, \ldots, n \hspace{1cm} (9)$$

with the additional equation (5) to find $\mu(t)$. The latter expression can also be written as

$$\frac{d}{dt} \frac{\dot{\lambda}}{\|\dot{\lambda}(t)\|} - \mu \frac{\partial \mathcal{F}}{\partial \lambda} = 0 \hspace{1cm} (10)$$

After the total differentiation with respect to time, it becomes

$$\frac{\dot{\lambda} \left( \frac{\partial \mathcal{F}}{\partial \lambda} \right) - \frac{\partial \mathcal{F}}{\partial \lambda} \dot{\lambda}}{\|\dot{\lambda}\|^2} - \mu \frac{\partial \mathcal{F}}{\partial \lambda} = 0 \hspace{1cm} (11)$$
where \( \langle \cdot , \cdot \rangle \) denotes the scalar product. Moreover, for the particular case \( n = 3 \), by using the well-known rule of linear algebra transforming the scalar products into the vector ones, we may simplify (11) as follows:

\[
\frac{\hat{\lambda} \times (\hat{\lambda} \times \hat{\lambda})}{\|\hat{\lambda}\|^3} - \mu \frac{\partial \mathcal{F}}{\partial \hat{\lambda}} = 0. \quad (12)
\]

We can even generalize (9)–(12), for the cases when there are more than one constraint that must be fulfilled along optimum solution \( \lambda(t) \), i.e., in each point of \( \lambda(t) \). By using (7) or (8), we can generalize (11), as follows:

\[
\frac{\hat{\lambda} \langle \hat{\lambda}, \hat{\lambda} \rangle - \hat{\lambda} \langle \hat{\lambda}, \hat{\dot{\lambda}} \rangle}{\|\hat{\lambda}\|^2} - \sum_{j=1}^{m} \mu_j \frac{\partial G_j}{\partial \hat{\lambda}} = 0. \quad (13)
\]

Note that the acoustical constraints [see (4)] are not present in any of these equations. This is because they are related only to the boundary conditions but not to the whole path \( \lambda(t) \), which is precisely the complexity of our case. In fact, (9)–(13) and (5) are only the necessary conditions to which the optimum solution \( \lambda(t) \) must satisfy, and they are not sufficient for its complete determination. Generally, the latter is carried out with the help of the boundary conditions. However, in our case, these conditions are not given explicitly but implicitly via the acoustical constraints (4), i.e., \( t_1 \) is related to \( G_{a,1} \), \( t_2 \), and to \( G_{a,2} \), as follows:

\[
t_j \Rightarrow \lambda_j \Rightarrow F_j \Rightarrow G_{a,j}, \quad j = 1, 2. \quad (14)
\]

In this case, which is often called in literature the undetermined endpoints case [100], the optimum function \( \lambda(t) \) must also satisfy a supplementary system of the differential equations, involving the derivatives of the acoustical constraints, and this condition is sufficient to completely determine the optimum solution \( \lambda(t) \), thereby giving the trajectory of motion in the internal space.

The solution of such a system of partial differential equations represents a quite complicated problem of mathematical physics (we recall that the dependencies \( F(\lambda) \) and \( \mathcal{F}(\lambda) \) are given by two nonlinear ANNs). Thus, first, we would like to discuss some mathematical issues related to the (9)–(13), raising serious questions about validity of some variants of the EPH, and then propose a solution for the problem.

D. Discussion of the Drawbacks of the Linearized \( \lambda \)-Model

1) Brief Description of the Linearized \( \lambda \)-Model: Classic EPH does not imply any dynamic description of the applied motor commands \( \lambda \). In order to bring some dynamics to the system, the so-called linearized \( \lambda \)-model was proposed. This variant of the EPH is basically the classic \( \lambda \)-model, supplementary supposing the time transitions between static positions in the internal space \( \lambda \) may be effected only at a constant rate. In other words, during the change of posture, from one to another, the commands \( \lambda \) are modified linearly with time, i.e., \( \lambda(t) = \alpha t + \beta \), where \( \alpha \) and \( \beta \) are the constant coefficients (vectors). We have already mentioned this model in Section I; it is a simplest implementation of the shortest distance principle in the internal motor-command space. However, we will show that this model works only in trivial cases, and it does not support dynamic systems well.

2) Contradiction With the Principle of the Shortest Path: We will show now that if the constraints on the form of the path, i.e., \( G_j(\lambda, t) \), are nonlinear in \( \lambda \), the principle of the shortest path and the linearized \( \lambda \)-model are in mathematical contradiction.

Reductio ad absurdum: The unique solutions that the linearized \( \lambda \)-model allows are the linear ones: \( \lambda(t) = \alpha t + \beta \). If we now substitute these linear solutions into (13), we obtain that the left part of this equation is always equal to zero, which also means that the remaining part is always zero; however, the dependencies \( G_j(\lambda, t), j = 1, \ldots, m \) are, in general, nonlinear in \( \lambda \), and therefore, the sum of their derivatives cannot be null in all cases. Furthermore, if at least one of these dependencies is nonlinear in \( \lambda \), the sum of their derivatives cannot be null, which means that the first term in the left part of (9)–(13) cannot be always null, and thus, the optimum solutions cannot be linear functions \( \lambda(t) \neq \alpha t + \beta \). It is simple to show that the unique case when this first term vanishes is that when \( \lambda(t) \) becomes a linear function. An extremely simple proof, which is based on geometry, may be done for the particular 3-D internal space case. From (12), we have \( \hat{\lambda} \times (\hat{\lambda} \times \hat{\lambda}) = 0 \), which means either \( \hat{\lambda} \) is parallel to \( (\hat{\lambda} \times \hat{\dot{\lambda}}) \), or one of them is zero. The parallelism is impossible because \( (\hat{\lambda} \times \hat{\dot{\lambda}}) \) is orthogonal to both of its arguments, and one of them is precisely \( \hat{\lambda} \). Thus, one of these vectors is null. In the most general case, \( \hat{\lambda} = 0 \), and therefore, \( \lambda(t) = \alpha t + \beta \).

It is important to note that the impossibility of the linear solutions is not due to any particular formulation of the constraints but to the nature of the geodesic problem itself, for which the solutions are, in fact, always determined by the constraints (e.g., for the original geodesic problem, the Earth’s surface determines the corresponding solutions). If the constraints are nonlinear, the optimum solutions \( \lambda(t) \) cannot be linear. Thus, only the trivial constraints related to the whole traveled path \( \lambda(t) \) [e.g., those described in footnote 7] can be compatible with the linearized \( \lambda \)-model. These findings cast doubts on the linearized \( \lambda \)-model for the task planning and its general use in motor-control theories.

3) Contradiction With the Finite-Energy and Finite-Power Principles: Another contradiction is that with the finite energy and power principles. Generally, the processes having finite energy and, especially, finite power, are said to be physically stable (note that some processes can have the infinite energy, but finite power, for instance, classic small nondamped harmonic oscillations). It is not complicated to show that the Feldman’s linearized \( \lambda \)-model (both static and dynamic variants; see Section I) may lead to the mechanical process of infinitely growing energy and power. We decided to compare four spring models: the classic linear damped spring model, the exponential damped spring model, the exponential damped spring model controlled by linear \( \lambda \) command (i.e., static Feldman’s model
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9The so-called left-hand and right-hand endpoint requirements [100].

10Or even linear, but in other contexts than described in footnote 7.
is associated with the physics of the system (its biomechanics) and cannot be changed without relearning, the prescription of linear \( \lambda(t) \) impacts to the dynamics of the system. In this case, it is clear that if \( \mathcal{F}(\lambda) \) is linear in \( \lambda \), so does \( \mathcal{F}(t) \equiv \mathcal{F}(\lambda(t)) \) in \( t \); if \( \mathcal{F}(\lambda) \) is quadratic in \( \lambda \), so does \( \mathcal{F}(t) \) in \( t \), etc. In this context, it is difficult to imagine how, with linearized \( \lambda \)-model, one can truly implement dynamic-target-specification theory, thus allowing, for example, some variability of transitions (see Section I), if the system dynamics are fixed by its biomechanics and the CNS influence is taken into account only in a sketchy linear form.

E. Solution in First Approximation

The exact analytical solution of the optimum internal model problem, which is described in Section II-C, is not simple. The solution of a system of partial differential equations, which imply neural networks, and whose boundary conditions are not given explicitly, is a quite complicated problem of mathematical physics. On the other hand, one can easily see from Fig. 4 that the dependencies \( \mathcal{F}(\lambda) \) are not strongly nonlinear, and therefore, they may be replaced by the straight lines in first approximation. As to the dependencies \( F(\lambda) \), they are strongly nonlinear; however, as it follows from Section II-C, these constraints do not affect the form of the solution but only its endpoints. Thus, basing on Section II-D2, the optimum solutions become the straight lines \( \lambda(t) = \alpha t + \beta \), and the undetermined coefficients \( \alpha \) and \( \beta \) are the variables by which the mechanical and acoustical constraints must be satisfied. In other words, in our case, where the constraints on the form of the path are not far from the linear ones, the linearized \( \lambda \)-model can be actually viewed as the first approximation to the global problem of finding the optimal path. We can no longer “play” with the form of this optimum path \( \lambda(t) \) (that was precisely the main role of variational calculus) but only with the limits of the integral (3), which are written in implicit form, i.e., \( \lambda_1 \equiv \lambda(t_1) \) and \( \lambda_2 \equiv \lambda(t_2) \). Since the dependency \( \mathcal{F}(\lambda) \) is now the linear one and the optimum solution \( \lambda(t) \) is the straight line, it is sufficient that the constraint (5) was satisfied only in two points (e.g., at the ends \( \lambda_1 \) and \( \lambda_2 \)) in order to be satisfied in every point of the optimum solution \( \lambda(t) \). Mathematically, this means that the mechanical constraint (5), which was initially on the form of the path, now becomes that on the boundary conditions. As to the acoustical constraints (4), it remains as before on the boundary conditions \( \lambda_1 \) and \( \lambda_2 \).

By substituting linear solutions \( \lambda(t) = \alpha t + \beta \) into the functional (3), we obtain the following well-known formula of the straight line’s length in \( n \)-dimensional space:

\[
L(\lambda_1, \lambda_2) = \int_{t_1}^{t_2} \| \dot{\lambda} \| \, dt = \| \lambda_1 \| (t_2 - t_1) = \| \dot{\lambda}_2 - \dot{\lambda}_1 \|.
\]

Moreover, we extend this approach to more than two vowels between which the commands are linear, say, \( p \) vowels. In this

\[\text{It is sometimes called the proprioceptive feedback.}\]
case, the total length becomes
\[
L(\lambda_1, \ldots, \lambda_p) = \sum_{j=1}^{p-1} \int_{t_{j+1}}^{t_j} \| \dot{\alpha} \| \, dt = \sum_{j=1}^{p-1} \| \lambda_{j+1} - \lambda_j \|
\]
\[
= \sum_{j=1}^{p-1} \sum_{i=1}^{n} (\lambda_{i,j+1} - \lambda_{i,j})^2. \tag{18}
\]

Obviously, in this case, the boundary conditions have to be fulfilled in the points \(\lambda_1, \lambda_2, \ldots, \lambda_p\), instead of \(\lambda_1 \) and \(\lambda_2\).

We now state the exact mathematical formulation of the problem: We seek to extremize the function \(L(\lambda_1, \ldots, \lambda_p)\), with respect to the variables \((\lambda_1, \ldots, \lambda_p)\), under \(p\) acoustical \(12\) and \(p\) mechanical constraints [see also (4) and (5)]
\[
\begin{align*}
G_{a,j}(\lambda_j) &= 0 \quad \forall j = 1, \ldots, p \\
G_{m,j}(\lambda_j) &= 0 \quad \forall j = 1, \ldots, p.
\end{align*} \tag{19}
\]

Thus, instead of the optimization with respect to the form of the traveled path and its ends (defined implicitly via the boundary conditions), we now carry out the optimization only with respect to the ends \((\lambda_1, \ldots, \lambda_p)\). In other words, the initial problem of the constrained optimization of functional becomes that of the constrained optimization of function, which is usually more simple to solve.

The latter optimization problem is classically solved by means of the Lagrange’s undetermined multipliers method for functions. This method consists in introducing a composite function \(U(\lambda_1, \ldots, \lambda_p, \mu_a, \mu_m)\) of \(n + p + 2p\) variables, which is a sum of function \(L(\lambda_1, \ldots, \lambda_p)\) of \(n\) \(p\) variables and of \(2p\) constraints (19), which are weighted by the corresponding Lagrange’s multipliers \(\mu_a \equiv (\mu_{a,1}, \ldots, \mu_{a,p})\), and \(\mu_m \equiv (\mu_{m,1}, \ldots, \mu_{m,p})\)
\[
U = L + \sum_{h=1}^{p} \mu_{a,h} G_{a,h}(\lambda_h) + \sum_{h=1}^{p} \mu_{m,h} G_{m,h}(\lambda_h). \tag{20}
\]

Here, index \(j\) was replaced by \(h\) in order to not get confused with the further derivatives. The optimization itself consists in finding the optimum set \((\lambda_1, \ldots, \lambda_p, \mu_a, \mu_m)\) such that
\[
\frac{\partial U}{\partial \lambda_j} \bigg|_{\lambda_1, \ldots, \lambda_p} = 0, \quad \frac{\partial U}{\partial \mu_a} \bigg|_{\mu_a, \mu_m} = 0, \quad \frac{\partial U}{\partial \mu_m} \bigg|_{\mu_a, \mu_m} = 0, \quad j = 1, \ldots, p \tag{21}
\]
or, in short, \(\text{grad} \ U = 0\). We recall that the equality of the derivatives of \(U\) to zero with respect to the Lagrange’s multipliers gives actually the constraints given in (19), which is precisely the interest of the Lagrange’s method: The constrained optimization of the function \(U\) of \(n\) \(p\) variables reduces to the unconstrained one of the function \(U\) of \(n\) \(2p\) variables, where the last \(2p\) variables are the Lagrange’s undetermined multipliers.

The procedure of differentiation is quite particular for the length’s function \(L(\lambda_1, \ldots, \lambda_p)\). The derivative with respect to \(\lambda_1\) is not always calculated in the same way; this is because, the first \(\lambda_1\) and the last \(\lambda_p\) terms are present only once in the sum (18), while all the intermediate terms \(\lambda_2, \ldots, \lambda_{p-1}\) are present twice. Thus, by differentiating with respect to each component of \(\lambda_1\), we obtain the following system:
\[
\begin{align*}
\frac{\partial L}{\partial \lambda_i} &= \frac{-\lambda_{i,2} - \lambda_{i,1}}{\sqrt{\sum_{i=1}^{n} (\lambda_{i,2} - \lambda_{i,1})^2}}, \quad i = 1, \ldots, n \tag{22}
\end{align*}
\]
or in the following vector form:
\[
\frac{\partial L}{\partial \lambda_i} = \frac{\lambda_2 - \lambda_1}{\| \lambda_2 - \lambda_1 \|}. \tag{23}
\]

With respect to \(\lambda_2, \ldots, \lambda_{p-1}\), we obtain
\[
\frac{\partial L}{\partial \lambda_j} = \frac{\lambda_{j,1} - \lambda_{j-1}}{\| \lambda_{j,1} - \lambda_{j-1} \|} - \frac{\lambda_{j+1} - \lambda_j}{\| \lambda_{j+1} - \lambda_j \|} \tag{24}
\]
where \(j = 2, \ldots, p - 1\). Finally, for \(j = p\), it yields
\[
\frac{\partial L}{\partial \lambda_p} = \frac{\lambda_p - \lambda_{p-1}}{\| \lambda_p - \lambda_{p-1} \|}. \tag{25}
\]

The differentiation of the constraints is less sophisticated. For the acoustical one, it becomes
\[
\frac{\partial G_{a,h}(\lambda_h)}{\partial \lambda_j} = \begin{cases}
2n_j \sum_{i=1}^{k} \left( F_{i,j}(\lambda_j) - \frac{a_{i,j}}{e_{i,j}^{2n_j-1}} \right) \frac{\partial F_{i,j}}{\partial \lambda_j}, & h = j \\
0, & h \neq j
\end{cases} \tag{26}
\]

for \(j = 1, \ldots, p\), where the derivatives of the \(h\)th formant of \(j\)th vowel with respect to the motor commands of this vowel \(\lambda_j\) are calculated according to (36), i.e.,
\[
\frac{\partial F_{i,j}}{\partial \lambda_j} = \sum_{s=1}^{s_i} b_{i,s}^{\nu_{s,i}} (w_s - \lambda_j) e^{-\left(\|w_s - \lambda_j\| b_{i,s}\right)^2} \tag{27}
\]

for \(l = 1, \ldots, k, j = 1, \ldots, p\), and \(\dim \lambda_j = n\) (i.e., in all \(k \times p \times n\) derivatives). It may be noted that since the constraints on the boundary conditions of the \(h\)th vowel are independent from the \(j\)th vowel, these derivative are all null. The derivatives of the mechanical constraint are simply given by
\[
\frac{\partial G_{m,h}(\lambda_h)}{\partial \lambda_j} = \begin{cases}
\frac{\partial F(\lambda_j)}{\partial \lambda_j}, & h = j \\
0, & h \neq j
\end{cases}
\]

where the last derivatives are calculated similarly to the formant ones (without index \(l\) and with the ANN weights corresponding to the \(\lambda \leftrightarrow W\) network).

The system (21) cannot be solved analytically. The optimization of \(U\) was, therefore, performed numerically by means of the gradient descent method (which is also known as the method of steepest descent), implemented in the MATLAB programming language.
TABLE I  
FREQUENCIES (IN HERTZ) WE USED FOR THE DEFINITION OF THE PHONETIC TARGETS FOR THE ACOUSTICAL CONSTRAINT 

<table>
<thead>
<tr>
<th>Vowel (IPA/MATLAB)</th>
<th>(F_{1,j}) ((\epsilon_1,j))</th>
<th>(F_{2,j}) ((\epsilon_2,j))</th>
</tr>
</thead>
<tbody>
<tr>
<td>i/i</td>
<td>290 (90)</td>
<td>2181 (90)</td>
</tr>
<tr>
<td>i/i *</td>
<td>270 (90)</td>
<td>2290 (90)</td>
</tr>
<tr>
<td>e/e</td>
<td>375 (45)</td>
<td>2097 (105)</td>
</tr>
<tr>
<td>e/E</td>
<td>505 (60)</td>
<td>1710 (120)</td>
</tr>
<tr>
<td>a/a</td>
<td>628 (60)</td>
<td>1284 (45)</td>
</tr>
<tr>
<td>o/o/e</td>
<td>497 (38)</td>
<td>1488 (120)</td>
</tr>
<tr>
<td>x/c</td>
<td>550 (45)</td>
<td>975 (90)</td>
</tr>
<tr>
<td>x/c *</td>
<td>570 (56)</td>
<td>840 (80)</td>
</tr>
<tr>
<td>y/y</td>
<td>321 (45)</td>
<td>1685 (300)</td>
</tr>
</tbody>
</table>

Note, that in some cases, formant-ellipsoid rectangles are defined artificially in order to better observe the desired effects. As to the formant frequencies, they are taken from [106], except those with * taken from [80] and [107] (the latter are used only in Section II-D).

III. RESULTS

A. Only Acoustical Constraints Are Applied

1) Simulations With the Model and Effect of Different Task-Planning Strategies: We first considered a slightly simpler case, which is one without the third term in (20), i.e., without mechanical constraints (5) at all. First of all, we fixed static phonetic targets (i.e., prescribed formants) according to Table I. Besides, the formant frequencies \(F_j\) are also used for the initialization of optimization algorithm: From the initial database used for the ANN learning, we search for the couples of data \(\lambda \leftrightarrow F\), 

having \(F\) as close as possible to the formant zone’s centers \(\tilde{F}_j\) (these frequencies are generally found in the range \(\pm 10\) Hz for the first formant, and \(\pm 30\) Hz for the second one). The corresponding motor commands \(\tilde{\lambda}\) are taken as initial points for the gradient descent method. Note also that since there is no bijection between spaces \(\lambda \leftrightarrow F\), there is a finite \((n-k)\)-dimensional volume in \(\tilde{\lambda}\), any point of which maps to the same point in \(F\), e.g., to the projection of the initial point \(\tilde{F}_j\). Thus, the initial point in \(\tilde{\lambda}\) cannot be uniquely determined. Indeed, taking into account that the numerical optimization method is the gradient descent one, the optimum solution may be potentially influenced by the choice of this initial point \(\tilde{\lambda}\). However, the projection of the initial point (i.e., ellipsoidorectangle’s center), regardless of the initial point itself in \(\tilde{\lambda}\), is quite close to the solution (i.e., to the ellipsoidorectangle’s border), and taking into account that the function \(L(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_p)\), which is given by (18), is “sufficiently” convex, and the constraints (19) can be considered locally monotonic \(^{13}\) (see Fig. 4.), and therefore, the local minima problem does not really affect the solution. On the other hand, we also tested this potential dependency empirically, and the optimization algorithm always returned the same final solution (with ANN accuracy), regardless of the initial point.

The optimization results given by our algorithm for the sequence of three vowels [i a o] are shown in Fig. 6. As we can observe from this figure, the formant zones were defined as ellipses, i.e., all \(\eta_j = 1\). The set of the Lagrange’s multipliers found by our optimization algorithm is \(\tilde{\mu}_a = (0.0670, 0.1700, 0.0880)\) mm, and that of the optimal motor commands \(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_p\) (in millimeters) is given by

\[
\begin{align*}
\tilde{\lambda}_1 &= (33.76, 48.12, 46.84, 74.92, 18.38, 63.78), & \text{for [i]} \\
\tilde{\lambda}_2 &= (46.96, 48.02, 41.78, 74.04, 18.70, 63.90), & \text{for [a]} \\
\tilde{\lambda}_3 &= (51.04, 49.44, 41.21, 72.02, 18.74, 64.02), & \text{for [o]} \\
\end{align*}
\]

where the gradient step was set to 0.0125. The set of the corresponding formants \(\tilde{F} = (\tilde{F}_1, \ldots, \tilde{F}_p)\), which is the projection of the found optimal points to the formant space, is given by (in hertz, first and second formants)

\[
\begin{align*}
\tilde{F}_1 &= (353.3, 2117.2), & \text{for [i]} \\
\tilde{F}_2 &= (569.1, 1284.4), & \text{for [a]} \\
\tilde{F}_3 &= (570.9, 1054.5), & \text{for [o]}.\quad (28)
\end{align*}
\]

We can clearly observe that when the optimization is finished, all three acoustical constraints vanish, and the function \(U\) reaches its minimum, which is designated by \(U\), and is equal to 18,962 mm. A total of 253 iterations of the method of steepest descent for the Lagrange’s multipliers method were necessary to find this optimal solution. Note that the path traveled in the formant space \(F\) is shown in dots, in order to emphasize the fact that the real path is actually traveled in the internal space \(\lambda\), and the path shown in the formant space is only its projection to \(\lambda\). Analogously, the optimum endpoints are found in the internal space \(\lambda\), and we showed their projections to the formant space. Note that they are exactly on ellipse’s borders, that means the fulfillment of the acoustical constraints from (19) (the same can be actually directly observed from the lower left panel of Fig. 6).

We present now a different case of optimization: All initial parameters are the same, except the definition of the formant zone

\(^{13}\) One may also note that the projections of the traveled paths onto the formant space \(F\) (shown in dots in the figures) are just slightly curved in all experiments.
for the vowel [a], which is defined by an ellipsoid-rectangle with parameter $\eta_2 = 3$ (see Fig. 7). For this case, the optimization algorithm found: $\hat{\mu}_a = (0.0645, 0.0580, 0.0850)$ mm, and $\hat{U} = 18.693$ mm. The set of the formants $(\hat{F}_1, \ldots, \hat{F}_p)$, which corresponds to the found optimal commands, is given by (in hertz, first and second formants)

$$\begin{align*}
\hat{F}_1 &= (352.7, 2115.4), & \text{for } [i] \\
\hat{F}_2 &= (568.1, 1262.5), & \text{for } [a] \\
\hat{F}_3 &= (568.9, 1057.3), & \text{for } [\alpha].
\end{align*}$$ (29)

By comparing two latter sets (28) and (29), or Figs. 6 and 7, we note that the main difference is the formants of [a], especially the second formant; in the first case, it is 21.9 Hz (1.7%) greater than that in the second one. This actually means that by accenting differently the same vowel in the same sequence, we can obtain its different acoustical variants. Note that the parameter $\eta = 3$ means, on the one hand, a different geometrical form of the formant zone, and on the other hand, when the solution reaches its border and starts to leave the formant zone, the acoustical constraint increases much more strongly than that for the normal ellipse given by $\eta = 1$. Thus, the acoustical constraint defines not only the formant zone but the degree of accentuation of this zone as well (note that we employ the word “accentuation” especially in this sense). Therefore, even the small simple changes of strategy of task planning can have an impact on the formant space $\mathcal{F}$. Note also that the character of the impact is mostly local, i.e., other vowels of the sequence, whose strategy remained unchanged, showed a relatively small modifications of their positions in the formant space $\mathcal{F}$.

2) Phenomenon of Task Anticipation: We found out that our model is in accordance with the phenomenon of task anticipation or, more precisely, with its acoustic variant observed for a long time by phoneticians and which is known in phonetics as coarticulation or effect of phonetic environment [80]–[82], [108]–[112]. In the sequence of several vow-

els, this phenomenon represents the influence of the following vowel(s) on the previous one(s); especially, it concerns two vowels following one after another, i.e., in the sequence of $p$ vowels, the $j$th vowel is especially influenced by the $(j + 1)$th vowel $\forall j = 1, \ldots, p - 1$. Acoustically, this phenomenon can be observed in terms of formants. Usually, this phenomenon, in different degrees (depending on the context and other conditions, e.g., accentuation), is present in real speech, which is why we wanted to find out if the proposed model was able to reproduce it.

For demonstration, we choose an example where the triple phenomenon of the task anticipation is produced: sequences $[i \ a \ a \ a]$ versus $[i \ a \ a \ a \ a]$. Thus, the acoustical anticipation will be studied on vowels $[i]$, $[\alpha]$, and $[\alpha \ a]$. In addition, two different planning strategies will be compared. The optimizations of the sequences with elliptic planning strategies related to the constraints are performed in Figs. 8 and 9. For the former, the optimization algorithm returns $\hat{\mu}_a = (0.0673, 0.1770, 0.1200, 0.0780)$ mm, $\hat{U} = 23.989$ mm, and the
Fig. 10. Optimization of the sequence [i a α e]. Formant zone of [a] is defined by an ellipsoid or a rectangle of $\eta_2 = 3$.

optimal formant set (in hertz)

\[
\begin{align*}
\tilde{F}_1 &= (357.4, 2117.2), & \text{for [i]} \\
\tilde{F}_2 &= (571.1, 1296.0), & \text{for [a]} \\
\tilde{F}_3 &= (528.6, 1422.1), & \text{for [α]} \\
\tilde{F}_4 &= (551.0, 1062.8), & \text{for [e]}.
\end{align*}
\]

(30)

For the latter, the optimization algorithm returns $\tilde{\mu}_a = (0.0658, 0.1980, 0.1419, 0.061) \text{ mm}$, $\tilde{U} = 25.010 \text{ mm}$, and the optimal formant set (in hertz)

\[
\begin{align*}
\tilde{F}_1 &= (354.0, 2119.9), & \text{for [i]} \\
\tilde{F}_2 &= (567.6, 1285.1), & \text{for [a]} \\
\tilde{F}_3 &= (556.9, 1066.5), & \text{for [e]} \\
\tilde{F}_4 &= (515.8, 1388.0), & \text{for [e]}.
\end{align*}
\]

(31)

Thus, we can note a slight anticipation on each vowel; however, by taking into account the precision, we mainly observe the anticipation on the vowel [α]; the formant difference between the two cases is $DF = (12.76, 34.12) \text{ Hz}$, which represents 2.4% on each formant, or 3.4% of the total difference.\(^{14}\)

We will now show that according to our model, the chosen strategy can be the reason for greater or smaller anticipation. Once again, we will change the strategy for the vowel [a], by defining its formant zone by an ellipsoid or a rectangle of $\eta_2 = 3$, and we will compare two previous sequences under these conditions. The results are presented in Figs. 10 and 11. For the sequence [i a e e], our optimization algorithm returned $\mu_a = (0.0674, 0.052, 0.123, 0.078) \text{ mm}$, $\tilde{U} = 23.885 \text{ mm}$, and the optimal formant set (in hertz)

\[
\begin{align*}
\tilde{F}_1 &= (358.0, 2122.9), & \text{for [i]} \\
\tilde{F}_2 &= (572.0, 1320.3), & \text{for [a]} \\
\tilde{F}_3 &= (529.7, 1431.6), & \text{for [α]} \\
\tilde{F}_4 &= (551.8, 1063.5), & \text{for [e]}.
\end{align*}
\]

(32)

For the sequence [i a e e], it gave $\tilde{\mu}_a = (0.065, 0.080, 0.1421, 0.061) \text{ mm}$, $\tilde{U} = 25.028 \text{ mm}$, and the optimal formant set (in hertz)

\[
\begin{align*}
\tilde{F}_1 &= (353.3, 2118.9), & \text{for [i]} \\
\tilde{F}_2 &= (568.3, 1263.6), & \text{for [a]} \\
\tilde{F}_3 &= (557.0, 1065.2), & \text{for [e]} \\
\tilde{F}_4 &= (515.4, 1387.4), & \text{for [e]}.
\end{align*}
\]

(33)

We obtain the anticipation on [a] for its second formant to be 56.7 Hz, which represents 4.3% of its initial value. Note that the previous vowel [i] also resulted to be concerned by this modification of strategy for [a]; it decreased its first formant by 4.7 Hz (1.3%). Thus, our model confirms that the degree of anticipation may depend on the chosen strategy. Moreover, since the anticipation on [a] was very small (practically null) in the case of the elliptic formant strategy, one can suppose that actually, the anticipation itself may be one of the consequences of the chosen strategy. Thus, we think that the acoustical anticipation, or coarticulation, is due not to the muscular mechanics and body dynamics, as was claimed in several previous studies [32], [72], but due probably to the centrally planned mechanisms.\(^{15}\)

Finally, it would be also interesting to compare the obtained results to the real ones obtained by phoneticians. Unfortunately, quantitative analysis of such a kind seems quite difficult and inconsistent for several reasons. First, the proposed solution is only a first-approximation solution. Second, the B1M is not ideal, and neither is the ANN. Third, it is very difficult to compare our results with those found in phonetic literature, because

\(^{15}\)Moreover, these works reported that not only context-sensitivity arises from biomechanics, but it also need not be represented in control CNS commands, while we obtained this effect precisely from CNS-planning mechanism.
the measurement techniques are very different, and even basic acoustico-phonetic data strongly differ (e.g., compare [107] with [112], although both studies are on American English vowels). Moreover, in most of the coarticulation works, the anticipation extent is measured not by frequency deviation (as we did) but by human-perception error rate, i.e., by means of the so-called discriminant analysis (percentage of correct versus incorrect identification by listeners) [82], [107]. This analysis in based on the fact that nearly all errors involved confusions between adjacent vowels [107], [112]. However, such an error rate is difficult to interpret in absolute formant values that we reported. Another problem is that the discriminant analysis is quite subjective (it is produced by some speakers, and perceived by some listeners), and therefore, it is individual-dependent. Fourth, in our model, there are some individual-dependent parameters, \( \eta_j \) and \( \epsilon_{ij} \), which are meant to represent concrete speaker; in other words, the set of these parameters is meant to represent age, sex, accent, effort, concentration, weariness, etc. However, of course, their concrete values are difficult to estimate numerically. This is why we think that it is better to compare the obtained results qualitatively, rather than quantitatively. If, nevertheless, we accept to compare our results quantitatively with those that were provided by a small amount of works where the coarticulation frequency deviations were reported, e.g., [80] and [108], we find out that they are of the same order (for example, anticipation on [a] is up to 10 Hz for \( F_1 \) and up to 50 Hz for \( F_2 \), depending on the context). However, more interesting is the overall analysis of these results. It, in particular, shows that the anticipation extent depends on the size of formant zones, as well as on the position of the vowel inside formant space. Generally, vowels having larger formant zones and greater opening angles to the neighboring vowels possess greater anticipation, e.g., cases of \([æ], [e], [æ], [i], [l], [u] \), but not \([i] \) having small opening angle or \([a] \) and \([a] \) having small opening angles and zones (see e.g., [80], [107], and [112]). We obtained similar results: quite small anticipation on \([i] \), \([a] \) (case of small formant zone, \( \eta = 1 \)) or \([a] \) (which was limited to only two close neighbors), and greater anticipation on \([æ] \) and on \([a] \) (case of larger formant zone, \( \eta = 3 \)).

3) Few Words About Two Kinds of the Acoustical Constraints From Practical Point of View and Their Roles in the Previous Optimizations: One can also note that, although we gave the solution for the constrained problem with the acoustical constraints of the second kind (see Section II-C), in fact, it will be also that for the problem with weaker constraints, those of the first kind, if we suppose the local monotonicity inside the ellipsoidorectangles\(^{16}\) of the dependencies \( F(\lambda) \). The latter can be generally done, because as we previously saw (see Fig. 4; Section II-B), these relationships, depending on the interval, can be locally considered monotonic. Furthermore, not only it gives the solution for the problem with constraints of the first kind, but also, it is better to use the constraints of the second kind to find a solution to the problem with the constraints of the first kind. In fact, as we may recall from previous figures, during the optimization process (different iterations), the solution may temporarily leave the authorized formant zone. This is not so important for the constraints of the second kind but is very important for those of the first kind, because the Heaviside function will not permit leaving even temporarily, the authorized zone, by wrongfully stopping the gradient algorithm because of its sharp increase (this mostly remains true, even if we approximate the Heaviside function by its continuous variants; see the formula given later). We present a comparison of such cases in Figs. 12 and 13. Note that the acoustical constraints of the first and second kinds are fulfilled in both cases (the formant projections of the optimal solutions are on ellipse’s borders); however, the correct solution is given only by the model with the constraints of the second kind, i.e., we have \( \hat{U} = 14.084 \text{ mm} \), in the case of the constraints of the second kind, while in the case of the constraints of the first kind, \( \hat{U} = 21.105 \text{ mm} \), which is the wrong solution, because the length is not minimum. Thus, the

\(^{16}\)See also little discussion devoted to the initial point choice in Section III-A.1.
gradient algorithm was unable to find the correct solution by using directly the constraints of the first kind; therefore, it is better to circumvent these difficulties by using the constraints of the second kind to find the optimal solution for the constraints of the first kind. Finally, in order to improve the quality of convergence of the optimization algorithm, the Heaviside function was replaced by its continuous approximation $H(z) \approx (1 + \text{th} a z)/2$, with parameter $a$ taken in the range $60$–$1000$.

B. Both Acoustical and Mechanical Constraints Are Applied

The main drawback of our model without mechanical constraints is that the optimal solution gives the formants that are always on the borders of their ellipsoids or rectangles, for both kinds of the acoustical constraints. Moreover, for many vowels, only some parts of these borders can be covered (e.g., for the vowel [a], only the upper part of its formant zone can be covered), and the covered zone depends essentially on the position of vowel inside the vocalic triangle. This is actually the consequence of the chosen strategy of planning (i.e., the minimization of the traveled path under constraints) and of the fact that the dependency $F(\lambda)$ is often near-monotonic. Therefore, one can suppose that the addition of the mechanical constraints may permit reaching some uncovered zones.

First of all, in all previous simulations unconstrained mechanically, the mean force’s level, which corresponds to the optimal ends of the traveled path, was different. Now, we run another simulation unconstrained mechanically, i.e., sequence [i o].\textsuperscript{17} The optimization results are shown in Fig. 14; the numerical ones are given as

$$U = 22.23 \text{ mm}$$

$$\mu_a = (0.0647, 0.1124) \text{ mm}$$

$$\tilde{F}_1 = (299.7, 2196.3) \text{ Hz}, \quad \text{for [i]}$$

$$\tilde{F}_2 = (535.9, 901.0) \text{ Hz}, \quad \text{for [o]}$$

$$\tilde{F}_1 = 0.65 \text{ N}, \quad \text{for [i]}$$

$$\tilde{F}_2 = 0.25 \text{ N}, \quad \text{for [o]}$$

(34)

where $\tilde{F}_j = \mathcal{F}(\tilde{\lambda}_j)$, $j = 1, \ldots, p$; in other words, $j$ corresponds to the sound in the sequence. We will now try to prescribe the mean force’s level with both kinds of the acoustical constraints and to prescribe the equal global mean force’s level to each vowel in the sequence.

In the first example, we try to force both vowels to decrease their mean force’s level by reaching the value 0.20 N. The results of this optimization are given as $U = 26.90 \text{ mm}$

$$\mu_a = (0.36, 0.13) \text{ mm}$$

$$\mu_m = (6.8, -1.0) \text{ mm/N}$$

$$\tilde{F}_1 = (292.5, 2194.4) \text{ Hz}, \quad \text{for [i]}$$

$$\tilde{F}_2 = (531.8, 897.0) \text{ Hz}, \quad \text{for [o]}$$

$$\tilde{F}_1 = 0.20 \text{ N}, \quad \text{for [i]}$$

$$\tilde{F}_2 = 0.20 \text{ N}, \quad \text{for [o]}$$

Fig. 15 shows the optimization. Mainly, we note that [o] did not significantly change its position on the formant zone’s border, while [i] was slightly influenced. It can be understood: the

\textsuperscript{17}We recall that in this section, [i] and [o] are those with $*$ from Table I.
prescribed mean force’s level is much closer to [ø], which is why it impacts especially on [i], whose unconstrained level was high. On the other hand, the modification of its position was not very great, notwithstanding the quite different muscular commands. This is normal because, as we previously said, there is no bijection between the internal and external spaces; thus, a whole domain in the internal space may correspond to one point in the external space. In other words, the most significant changes were produced in this domain of the internal space; more precisely, for [i], the total difference in the internal space $\lambda$ is $\%_{\text{cd}} = 32.8\%$, while that in the external space $\textbf{F}$ is only $\%_{\text{cd}} = 2.4\%$. This is also related to the fact that the length of path traveled in the internal space increased: 26.90 mm versus 22.23 mm.

In the second example, we will try to obtain a high level of the prescribed mean force’s level, say $\vec{F} = 0.77$ N, for all vowels in the same sequence. The optimization returns the following: $\vec{U} = 29.65$ mm

$$\mu_n = (0.077, 0.191)$$ mm
$$\bar{\mu}_n = (0.89, -5.50)$$ mm/N
$$\vec{F}_1 = (272.6, 2191.4)$$ Hz, for [i]
$$\vec{F}_2 = (562.5, 915.4)$$ Hz, for [ø]
$$\vec{F}_1 = 0.77$$ N, for [i]
$$\vec{F}_2 = 0.77$$ N, for [ø].

Fig. 16 shows the optimization. In this case, both vowels were influenced: formants of [i] by $\%_{\text{cd}} = 9.1\%$ and those of [ø] by $\%_{\text{cd}} = 5.2\%$; the corresponding values in the internal space $\lambda$ are much greater: $\%_{\text{cd}} = 19.9\%$ and $\%_{\text{cd}} = 43.7\%$, respectively.

Two previous simulations showed that the model allows the prescription of equal mean force’s levels to each vowel in sequence. However, this case is not very realistic, and the prescription of different mean force’s levels to the vowels would better represent the reality. In the next example, for the sequence [i ø], we will try to prescribe low mean force’s level to the first vowel (which was high in the simulation unconstrained mechanically), which is given by $\vec{F}_1 = 0.3$ N and, conversely, high level to the second one, which is given by $\vec{F}_2 = 0.6$ N. This simulation, which is shown in Fig. 17, returned the following optimization results: $\vec{U} = 34.70$ mm

$$\mu_n = (0.139, 0.211)$$ mm
$$\bar{\mu}_n = (2.78, -4.17)$$ mm/N
$$\vec{F}_1 = (308.1, 2200.6)$$ Hz, for [i]
$$\vec{F}_2 = (536.8, 901.7)$$ Hz, for [ø]
$$\vec{F}_1 = 0.30$$ N, for [i]
$$\vec{F}_2 = 0.60$$ N, for [ø].

Both vowels were influenced, as well as the character of the projection of the traveled path. As to the formant deviation, those of [i] changed by $\%_{\text{cd}} = 2.8\%$, and those of [ø] changed by $\%_{\text{cd}} = 1.9\%$; the corresponding values in the internal space $\lambda$ are much larger: $\%_{\text{cd}} = 24.7\%$, and $\%_{\text{cd}} = 32.4\%$ respectively, with respect to the simulation unconstrained mechanically (see (34) and Fig. 14).
These results show that regardless of the mean force’s level, it is possible to keep the vowels in their formant zones (on the border), and thus, there was no impact on the fulfillment of the acoustical constraints; mathematically, the problem could always be solved. The prescribed mean force’s level has variable impact on the external formant space $F$ by letting sometimes to accede to the formant zones uncovered before. On the contrary, the prescribed mean force’s level strongly impacts on the internal command space $\lambda$, which is always influenced in great degree; in addition, the distance between the optimum ends always increases, which suggests that change of the external tasks may be often compensated by the CNS.

IV. CONCLUSION

We presented an optimum neural-network-based internal model for the control of the speech robots, controlled by EPH. The internal model was designed according to the principle of the shortest path in the internal command space, under acoustical and mechanical constraints, which were meant to represent static acoustic and dynamic mechanical targets.

We first dealt with the obtaining of the exact analytical solution, which was based on the calculus of variations. We proved that this solution cannot be, in general, a linear function that casts doubts on the so-called linearized $\lambda$-model, which has received some interest in artificial-intelligence device modeling and supposes that the time transitions in the internal space may be only linear. Moreover, it was also shown that the linearized $\lambda$-model may have some potential instability issues because of infinitely growing energy and power and that it may not be fully compatible with dynamic-specification target theory. We, therefore, suggest to reconsider the linearized $\lambda$-model.

Then, by using some empirical findings, we developed a first approximation solution for the proposed optimum internal model. Experimental tests showed that this model was in accordance with the phenomenon of the acoustico-phonetic anticipation (i.e., coarticulation), and it also showed that the degree of the latter is closely related to the chosen task-planning strategy. Moreover, it was also suggested that the anticipation itself may be due to the internal CNS strategy and not to the dynamics or biomechanics of physical system (such as the human body), as was previously suggested in several works [32], [72].

As to the influence of the mean muscular tongue effort, which helps to account for lax and tense vowels, its strict prescription via mechanical constraints did not lead to the problem overposed mathematically, and we always succeeded to obtain optimum solutions. Thus, the model did not permit to answer to questions related to the relationships between the forces and the hypo/hyper-speech (see, e.g., [113]), namely, we could not affirm that a greater or smaller mean force’s level leads to the restriction or enlargement of the formant zones. We could reach the small levels, as well as the great ones. The strict prescription of the mean force’s level has a variable impact on the external formant space. In contrast, it strongly impacts on the internal command space; the length of traveled path increased, and the motor commands become quite different, even if the impact on the formant space was small. In other words, the robot, which was controlled by the proposed internal model, was able to compensate the change of one of the external tasks, without significantly changing the quality of the another one, by the corresponding shift in the internal space, which was determined by the proposed optimum algorithm.

APPENDIX

ANN: CONSTRUCTION, LEARNING, AND VALIDATION

To construct the approximate model, we employed the two-layer ANN using radial basis neurons for the first layer (called also hidden or radial layer) and linear neurons for the second one (which is also called output layer) [5], [87]–[91]. The chosen radial basis transfer function is the Gaussian curve $e^{-r^2}$. The choice of the radial basis networks is motivated by the fact that they are usually considered as one of the best for most nonlinear approximations, thus giving a good tradeoff between the complexity and the precision of the network.

By basing on the architecture of such a network [91], the formalization of the input–output relationships is not complicated. The output of the $s$th radial layer neuron $a_s$ is given by

$$ a_s = e^{-\|w_s - \lambda b_s\|^2}, \quad s = 1, \ldots, S_1 $$

(35)

where $w_s = (w_{1,s}, \ldots, w_{n_s})$ is the input weight vector of the $s$th radial neuron, $\lambda = (\lambda_1, \ldots, \lambda_S)$ is the input training vector, $b_s$ is the narrowness’ parameter for the Gaussian function of the $s$th hidden neuron, $S_1$ is the number of the hidden layer neurons, and $\| \cdot \|$ denotes the Euclidian distance. The $l$th output of the linear layer $a_l$ can be written as

$$ a_l = v_1^T a + b_{2,l} = \sum_{s=1}^{S_1} v_{s,l} e^{-\|w_s - \lambda b_s\|^2} + b_{2,l} $$

(36)

for $l = 1, \ldots, S_2$, where $a$ is the column vector $(a_1, \ldots, a_{S_1})^T$, $v_1$ is the output weight line vector $(v_{1,1}, \ldots, v_{1,S_1})$, $S_2$ is the number of the output linear neurons, and $b_{2,l}$ is the bias of the $l$th linear neuron (where "$^T$" stands for transpose). The learning procedure consists of determining the weight vectors $w_s, v_1$, and the bias vector $b_2 = (b_{2,1}, \ldots, b_{2,S_2})$ by minimizing the sum of output squared errors (SSEs) on the set of input–output data, where parameters $b_1$ are often left for the users.

Practical implementation of the ANNs was carried out with neural network toolbox of MATLAB [91], by means of the function. To learn the network, we first generated 17 000 random motor commands $\lambda$ distributed uniformly, occupying a six-orthotope in the internal space $\lambda$. Then, these motor commands are applied to the BTM one after another (see Fig. 3). This produces 17 000 output formant vectors $F$ (see Fig. 18) and output global mean force’s levels $F$. For $F$, only first two formants are taken into account, i.e., $k = 2$ (first two formants are, in general, sufficient to distinguish the vowel [86], [107]).

Then, 17 000 data were split into two parts: 6000 data were given to the ANNs in order to choose 340 optimal ones for the construction of the latter (hidden layer of the ANN is, therefore, therefore, 18

**Remark:** Despite the values of $n$ and $k$ were fixed in experiments, all the formulas will be written for arbitrary values of $n$ and $k$, in order to keep the generality of the model.
composed of 340 radial layer neurons, i.e., $S_1 = 340$; for more details, see [91]), and the remaining 11,000 were used to test the accuracy of the obtained ANNs, which is about 1% on each output.
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