Abstract—This paper presents the ANR project IDROMel, which aims at developing reconfigurable SDR (Software Defined Radio) and Cognitive Radio (CR) equipments. IDROMel is a 3 years project that started in 2005 and finishes in 2009. The main objective of IDROMel is to define, develop and validate a powerful SDR and CR platform combining very last technology progresses. The platform includes software parts (reconfigurable protocol stacks) and hardware parts (a base band board and a Radio Frequency Front end, RF). Both parts are presented in this paper.
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I. INTRODUCTION

IDROMel is a French ANR project aiming at defining, developing and validating a powerful SDR and CR [1][2] platform combining very last technology progresses such as:

- a completely flexible baseband processing,
- MAGALI Network on Chip based integration,
- FPGA partial reconfiguration support,
- very wide band RF from 200 MHz to 7.5 GHz agility,
- 4 x 4 MIMO support,
- flexible MAC design for vertical handover support.

The features of the platform permit to explore many SDR and CR scenarios. The targeted scenario of the IDROMel project [3] is a vertical handover between a cellular UMTS-like waveform and an ad hoc OFDM waveform. Hence, the aim of our work is to enable a terminal to move seamlessly in a heterogeneous network, including at least two different RATs (with different QoS parameters, frequency bands and bandwidths). The selected RATs in the frame of IDROMel are UMTS and WiMax, but as far as possible the developed terminal will be able to deal with other RATs, thanks to its reconfigurability abilities.

Moreover, we target a quasi-optimal handover: optimality means that no degradation due to handover is observed. This quasi-optimal handover will be possible thanks to a Duplication and Merging approach. The basic idea of this approach is to send the data flows from and to the mobile through 2 radio interfaces at the same time during the handover. In order to achieve this soft handover, there is a clear need of 2 RF front-ends and two entities of the protocol stacks working in parallel. The global architecture (hardware and software) of the mobile equipment is designed in order to fulfill the following functionalities:

- working in real-time,
- including the necessary protocol stack that enable the communication with a base station or an Access Point,
- ability to communicate through 2 different RATs with 2 different bandwidths and frequency bands,
- reconfigurability of each RAT, including physical layer,
- ability to switch seamlessly from a RAT to another.

This paper details the main components of the IDROMel platform. An overview of the platform is given in Figure 1.

Figure 1 - Overview of IDROMEL system architecture

The paper is organized as follows. The functional software architecture of targeted SDR equipment is depicted in part II. We describe in this part the PHY layer part, as well as MAC and upper layers for a double RAT modem. The digital base band processing implementation is presented in
part III. The digital board itself is described in part IV and the MAGALI NoC architecture is described in part V. Many configurations are supported thanks to the parameterizable and reconfigurable approach of all processing units embedded in the NoC architecture. Part VI explains how the Partial Reconfiguration (PR) of FPGA has also been integrated in the NoC network through the extension of the network into a Xilinx FPGA. Details of the wide band RF architecture are given in part VII.

II. MAC AND UPPER LAYERS

The MAC and upper layers of the waveform protocol stacks run on a Linux RTAI host PC connected to the hardware platform. Each protocol stack has an IP interface on which application layers may be implemented. The corresponding C software is a set of RTAI modules. The IDROMel target scenario is a quasi-optimal handover between two waveforms, optimality meaning that no degradation due to the handover is observed from the terminal user point of view. To achieve this, the basic idea of our approach is to send the data flows from and to the terminal through two radio interfaces at the same time during the handover phase: initially, on the terminal, only one of the two waveforms (ad hoc OFDM waveform or UMTS-like waveform) is running. Some measurements, coming from lower layers, like for instance a signal-to-noise ratio, are received by a scheduling entity responsible of the triggering of the handover process. This process begins with the installation of the second waveform on the terminal, in coexistence with the existing one. There is therefore a need of at least two RF front-ends and two complete protocol stacks running in parallel. Once the communication flow is operational on the second waveform, the first one is removed from the terminal and the handover process is completed.

The resulted functional overall architecture is depicted in Figure 2. In this architecture, the GRAAL (Generic Radio Access Adaptation Layer) module aims at hiding the heterogeneity of the RATs (QoS parameters for example) to the upper layers. Moreover, the 7 instances of protocol stacks and Radio Frequency Front-End (RF/FE) allow the mobile terminal to communicate through 2 different RATs during a vertical handover, either to communicate through one standard using multiple antennas processing (MIMO). Therefore, in addition to the individual MAC and upper layer modules, a dedicated scheduling module has been specified, associated to cross-layer mechanisms allowing the handover triggering.

III. FPGA BASEBAND PROCESSING

The platform is planned to be pluggable to a laptop. It is driven by an embedded 32 bits micro-controller. The interface with the host PC is a 8x PCIExpress link. The baseband unit assembles 7 flexible processing units, each of them complemented with an 8 bits micro-controller and a DMA engine. These units are interconnected through an Advanced VCI crossbar interconnect. Several parallel and serial general purpose I/O modules are used to control the RF, interface with the AD/DA converters and to extend the system with daughter boards (e.g. a MAGALI chip). The 32 bits micro-controller is a Sparc V8 (LEON3, by Jiri Gaisler). It is responsible for the interface with the MAC layer, run on the host PC, and for the control of the DSP part. This global control unit is mapped in a dedicated FPGA (Virtex V LXT110 from Xilinx). The DSP part is mapped in a second, larger FPGA (Virtex V LX330). Figure 3 illustrates this architecture.

The 7 processing blocks of the DSP part are based on the same generic architecture, as depicted on Figure 4. The memory subsystem is a local memory space where input and output samples and parameters are stored. It is mapped on the global memory space of the system. The DMA engine has an initiator VCI interface and is capable of moving data blocks between any two memory locations in the system, local or not. Its configuration registers are also mapped on the global memory space. The VCI interface is the main control unit of the block. It is a target VCI component and embeds the control and status registers.
Through this interface the micro-controller has full access to the local memory and internal registers. The IP core is the processing unit. It receives start orders and parameters from the VCI interface block and it directly accesses the memory subsystem through custom dedicated interfaces. The last component is an 8 bits micro-controller. It is enabled/disabled by the main micro-controller. Its memory space is the whole memory subsystem. It can be used to run sequences of processing and data transfers without any help from the main micro-controller, thus reducing the interrupt rate and workload.

**Figure 3 - Base band architecture**

The IP core and the memory subsystem are specific to each block while the 3 other components are generic. The only custom interface is the set of communication channels between the memory subsystem and the IP core.

The different processing units are:
- A pre-processor, interface with the AD/DA converters. It embeds a quadrature offset compensation unit, a digitally controlled oscillator, a retiming filter and programmable input/output FIFOs for fine grain synchronization.
- A Front-end processor. It implements DFT/IFT (from 8 to 4096 points, with a minimum throughput of one sample per cycle at 200 MHz), component wise additions, substractions, multiplications and divisions (between vectors or vectors and scalars), energy, max and argmax extraction and can also generate and process independently vector subbands.
- A generic mapper and detector for modulations BPSK to QAM256.
- A generic channel coder implementing any convolutional, or cyclic codes, plus M-sequences generation.
- A generic channel decoder (64 and 256 states Viterbi, UMTS and LTE turbo decoders).
- A generic interleaver – de-interleaver, up to 8 bits per sample, up to 8192 samples per permutation with rate matching, repeating and puncturing capabilities.

**Figure 4 - Generic processing block architecture**

ExpressMIMO is a generic baseband processing engine for high-performance radio signal processing. It uses a standard PCI-express interface which can be controlled via desktop PC or a laptop via an ExpressCard adapter. The 8 high-
speed converters (8 A/D, 8 D/A) can be connected via micro-coax cables to an RF subsystem.

The RF subsystem can be either the RF part of IDROMel or another system with an appropriate adapter cable. The converters can either be used to feed four TX and four RX quadrature (I/Q) RF baseband circuits or eight TX and eight RX intermediate frequency RF circuits. This provides either up 4x4 or 8x8 MIMO capability. ExpressMIMO makes use of two high-density Xilinx Virtex 5 FPGAs: LX110T provides a high-speed interface with a PC-based system. The LX110T houses a LEON3-based embedded system which is interconnected with a signal-processing engine in an LX330 FPGA. The LX110T is equipped with a 128Mbyte DDR running at 133 MHz, whereas the LX330 is equipped with a 1-2 Gbyte DDR2 running at up to 400 MHz. A 250 MHz bus interconnects the two FPGAs. Ample LVDS interfaces are provided for external interfacing (dedicated RF or instrumentation) to the MAGALI daughter board as shown in Table 1. On TX the D/A converters provide 14-bits resolution with sampling rates up to 128 Ms/s. On RX the A/D converters provide 12-bits of resolution with sampling rates up to 64 Ms/s and usable analog bandwidths up to 100 MHz for IF sampling. The first prototype depicted in Figure 5, is currently being tested (June 2009).

<table>
<thead>
<tr>
<th>FPGA Components</th>
<th>Virtex 5 LX330, Virtex 5 LX110T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Converters</td>
<td>4x AD9832 (dual 14-bit 128 Msps D/A, dual 12-bit 64 Msps A/D)</td>
</tr>
<tr>
<td>Precision Clocking</td>
<td>AD9510</td>
</tr>
<tr>
<td>MIMO Capability</td>
<td>4x4 Quadrature, 8x8 low-IF</td>
</tr>
<tr>
<td>Memory</td>
<td>128Mbytes/133MHz DDR (LX110T), 1-2 Gbytes DDR2 (LX330)</td>
</tr>
<tr>
<td>Configuration</td>
<td>512 Mbytes Compact Flash (SystemACE), JTAG</td>
</tr>
<tr>
<td>Bus Interface</td>
<td>PCIExpress 8-way</td>
</tr>
</tbody>
</table>

**Table 1 – Main features of the ExpressMIMO Digital Mother board**

![Figure 5 – first prototype of Express MIMO Digital Mother board](image)

V. MAGALI SOC

MAGALI chip of Figure 6 is the successor of the FAUST chip of the beginning of the project. Based on a Network-on-Chip (NoC) architecture, MAGALI chip includes heterogeneous hardware blocs with specialized or generic functions. MAGALI is implemented in a 65nm technology from STMicroelectronics. The NoC architecture gives the structure the required flexibility for SDR: operation scheduling, communication bandwidth dynamic allocation and on-line reconfiguration support are the main features allowed by the NoC framework. The operation scheduling is performed locally, in each Communication and Configuration (CC) controller connected between an IP and the NoC.

It consists of separated micro-programmable input, output flows and core running steps. It permits solving the synchronization issue locally, achieving high performances parallel processing.
Partial reconfiguration of FPGA is a new feature that extends SDR perspectives while bringing the highest degree of flexibility to the HW domain. This permits to combine flexibility and processing power. This is allowed on the one hand thanks to very short time of reconfiguration. We have proven that it can go down to a few tens of microseconds to change an IP such as expected in a SDR context [4]. On the other hand, the necessity of adequate management architecture is also required [5]. But this is not in the scope of this paper. PR has been implemented in the context of the previous version of CEA NoC available at the beginning of the project: FAUST. However, all that has been defined and developed with FAUST is compatible with MAGALI, apart from a few implementation details.

Figure 7 shows a structural view of the NoC extension and the FPGA sub-parts. PR is managed through 4 main elements:
- ICAP,
- Microblaze,
- SRAM to store the partial bitstreams,
- the PR IP themselves, encoder and mapper in this design example.

As an example, the encoding processing merging encoder, interleaver and puncturer, has been shifted from the FAUST chip to the FPGA in order to become dynamically reconfigurable thanks to partial reconfiguration of FPGA. Experimentations show that there is no consequence on a real-time application QoS (a video stream for instance) whatever the chosen reconfiguration mode:
- FAUST encoding IP parameter change,
- FPGA encoding IP partial reconfiguration.
Reconfiguration time with PR approach has been measured and is of 700 µs.

VI. PARTIAL RECONFIGURATION OF FPGA

Partial reconfiguration of FPGA is a new feature that extends SDR perspectives while bringing the highest degree of flexibility to the HW domain. This permits to combine flexibility and processing power. This is allowed on the one hand thanks to very short time of reconfiguration. We have proven that it can go down to a few tens of microseconds to change an IP such as expected in a SDR context [4]. On the other hand, the necessity of adequate management architecture is also required [5]. But this is not in the scope of this paper. PR has been implemented in the context of the previous version of CEA NoC available at the beginning of the project: FAUST. However, all that has been defined and developed with FAUST is compatible with MAGALI, apart from a few implementation details.

Figure 7 shows a structural view of the NoC extension and the FPGA sub-parts. PR is managed through 4 main elements:
- ICAP,
- Microblaze,
- SRAM to store the partial bitstreams,
- the PR IP themselves, encoder and mapper in this design example.

As an example, the encoding processing merging encoder, interleaver and puncturer, has been shifted from the FAUST chip to the FPGA in order to become dynamically reconfigurable thanks to partial reconfiguration of FPGA. Experimentations show that there is no consequence on a real-time application QoS (a video stream for instance) whatever the chosen reconfiguration mode:
- FAUST encoding IP parameter change,
- FPGA encoding IP partial reconfiguration.
Reconfiguration time with PR approach has been measured and is of 700 µs.

VII. ULTRA WIDE RF

From a RF point of view, the main objective of the proposed prototype is to show that a highly reconfigurable RF transceiver is possible with existing available components. Hence, the targeted prototype is very ambitious in term of frequency bands, since the objective is to address from 200 MHz to 7.5 GHz, with a maximum bandwidth of 20 MHz. Hence, we will be able to receive and transmit almost all the existing commercial Radio Access Technologies. Concerning the transmitted power, the target is comparable to existing GSM terminals (+21 dBm). On the receiver side, the objective is to have a noise figure from 8 to 12 dB, depending on the frequency band.

The RF equipment includes up to 4 antennas and 4 RF chains.
Finally, three keys features of the targeted prototype are:
- It will integrate advanced re-sampling functionalities
- It will allow to communicate at the same time in different bands and different waveforms (A large scale of standards could be supported in terms of both processing power and RF capabilities: IEEE 802.11a-b-g-n, UMTS FDD and TDD, UMTS LTE, MC-CDMA, GSM, DVB-T, GPS, etc.).

VIII. CONCLUSION
In this paper, an overview of the IDROMel project is presented. The main objective of the project is to build an SDR and CR platform for new wireless communication standards. In addition, our final goal is to show that a flexible base station or mobile terminal will become technically feasible in a couple of years. Of course, there is still a considerable effort required in terms of power consumption, size, etc. Hence, many technical problems still need to be solved. Moreover, and this is probably the most difficult issue, some other problems are to be solved, such as regulation, security, etc., in order to allow the SDR and CR equipment to become a reality in everyday life.
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