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Abstract iii

Abstract

A random or stochastic process is a mathematical model for a phenomenon
that evolves in time in an unpredictable manner from the viewpoint of the
observer. It may be unpredictable due to the e�ect of the interference or noise
in a communication link or storage medium, or it may be an information-
bearing signal (deterministic from the viewpoint of the observer at the trans-
mitter but random to an observer at the receiver). If prior information on the
signal structure or statistics is available, the accuracy of the statistical sig-
nal processing signi�cantly increases by an appropriate exploitation of such
prior. In this thesis, we investigate three kinds of prior: spectral, spatial, and
statistical information; and we consider applications to audio enhancement
and mobile localization.

First, we investigate the structural representation of audio signals. The
proposed model exploits both the sparsity and the time-frequency correlation
of the audio signal. We have considered the application of our model to audio
enhancement and underdetermined audio separation. Experimental results
reveal that the proposed approach is suitable for the analysis of music and
speech signals, and produces good auditive synthetic results. Simulations
show also that the proposed scheme outperforms the classic matching pursuit
schemes in terms of separation accuracy and robustness.

Then, we investigate blind dereverberation of audio signals. A multichan-
nel linear prediction based equalizer is proposed, exploiting spatial, temporal,
and spectral diversities. Simulations show that the proposed Delay-&-Predict
equalizer outperforms the classic Delay-&-Sum beamformer.

The last part of the thesis focuses on Bayesian parameter estimation.
Classical Bayesian approaches lead to useful MSE reduction, but they also
introduce a bias (often annoying for several applications). We introduce
the concept of Component-Wise Conditionally Unbiased (CWCU) Bayesian
parameter estimation, in which unbiasedness is forced for one parameter at a
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time. In such a way, every parameter in turn is treated as deterministic while
the other parameters are treated as Bayesian. The more general introduction
of the CWCU concept is motivated by LMMSE channel estimation, for which
the implications of the concept are illustrated in various ways. Application
to mobile localization is investigated in more details.
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Résumé

Un processus aléatoire ou stochastique est un modèle mathématique qui
décrit un phénomène qui évolue dans le temps d'une façon imprévisible.
Il peut être imprévisible dû à l'e�et de l'interférence ou au bruit dans un
support de transmission ou de stockage, ou dû à une manque d'information
(déterministe du point de vue d'un observateur à l'émetteur mais aléatoire à
un observateur au récepteur). Si des informations a priori, sur la structure
ou les statistiques du signal, sont disponibles les performances du traite-
ment statistique augmentent d'une manière signi�cative en exploitant un tel
a priori. Dans cette thèse, nous étudions trois types d'a priori : spectrale,
spatiale, et statistique; et nous considérons particulièrement des applications
au débuitage audio et à la localisation des mobiles.

D'abord, nous étudions la représentation structurale du signal audio. Le
modèle proposé exploite l'espacement et les corrélations tempofréquentielles
du signal audio. Nous avons appliqué notre modèle au débruitage audio
la séparation audio sous-déterminée. Les résultats expérimentaux montrent
que l'approche proposée convient à l'analyse des signaux de musiques et de
la parole, et produisent de bons résultats auditive. Les simulations prouvent
également que le schéma proposé surpasse les schéma �matching pursuit"
classiques en termes d'exactitude et de robustesse de séparation.

Ensuite, nous étudions le dereverberation aveugle des signaux audio.
Nous proposons un égaliseur basé sur la prédiction linéaire multicanale, ex-
ploitant les diversités spatiales, temporelles, et spectrales. Les simulations
prouvent que l'égaliseur proposé (Delay-&-Predict) surpasse le �ltre spatial
classique (Delay-&-Sum).

La dernière partie de la thèse se concentre sur l'estimation bayésienne
des paramètres. Les approches bayésiennes classiques produisent une ré-
duction utile du MSE, mais en dépit d'un biais non nul (souvent gênant
dans plusieurs applications). Nous introduisons le concept d'estimation con-
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ditionnellement non-biaisé par morceau, pour laquelle la contrainte du bi-
ais concerne un paramètre à la fois. De cette manière, chaque paramètre
est traité comme déterministe tandis que les autres paramètres sont traités
comme bayésiens. Une introduction plus générale du concept est motivée
par l'estimation LMMSE des canaux, pour laquelle les implications du con-
cept sont illustrées dans diverses manières. L'application à la localisation des
mobiles est étudiée en détails.
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Notations

Here is a list of the main notations and symbols used in this document. We
have tried to keep consistent notations throughout the document, but some
symbols have di�erent de�nitions depending on when they occur in the text.
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a Vector variable
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A†(z) AH (1/z∗) : the matched �lter associated to A(z)
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(
ej2πf
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: Fourier Transform of A(n)

j =
√−1 The unitary imaginary number
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Chapter 1

Introduction

Audio enhancement aims at improving the performance of audio commu-
nication systems in noisy environments. Typically, the quality of an audio
signal captured in real-world environments is invariably degraded by acoustic
interference (�gure 1.1).

Figure 1.1: Audio signal captured in a real-world environment.
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In fact, the audio signal either originates from some noisy location or is af-
fected by distortion or noise over the channel or at the receiving end. This
interference can be broadly classi�ed into two distinct categories: additive
and convolutive:

• The additive noise originates from surrounding sounds coming from
other �competing� speakers, music, background noise, etc. In fact, the
principle of superposition, which applied to linear systems, states that
the total response at a given place and time caused by two or more
sources propagating in the same space is the sum of the separate
responses which would have been produced by the individual sources.

• The convolutive interference (commonly referred to as reverberation)
is due to sound wave re�ections from surrounding walls and objects.
Indeed, a sound wave in an enclosed or semi-enclosed environment will
be broken up as it is bounced back and forth among the re�ecting
surfaces. Reverberation is the result of a multiplicity of echoes whose
speed of repetition is too quick for them to be perceived as separate
from one another.

The contaminated audio signal is typically captured by a set of microphones.
Audio signal enhancement and restoration aims, by combining this set of
observations and using adequate digital processing tools, to recover as well
as possible the original audio signal (see �gure 1.2)

Figure 1.2: Acoustical signal enhancement and restoration.
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1.1 Thesis Overview & Outline
Audio enhancement is considered a di�cult problem. In fact, the nature and
the characteristics of the audio and the noise sources can change in time and
from application to application. On the other hand, spectral, spatial, and
statistical prior information is available. In this thesis, we investigate the
exploitation of such priors. In chapters 2 and 3, we propose time domain
approaches taking into account the time-frequency structure of the audio
signal. In chapter 4, spatial diversity prior information is exploited to design
a dereverberation scheme. In part II, we focus on the use of prior statistical
information. We introduce a new estimation scheme (the Component-Wise
Conditionally Unbiased (CWCU) estimation), in which we impose condi-
tional unbiasedness on one component at a time. Despite the fact that the
application of the CWCU concept to audio processing seems natural, it is
not considered in the context of this work. In this thesis, we consider appli-
cations to digital communication such as supervised channel and direction of
arrival estimation (chapter V), and application to mobile terminal position-
ing (chapter VI).

This thesis is composed of two parts. The �rst one deals with audio signal
enhancement and restoration; the second with component-wise conditionally
unbiased estimation and application to mobile localization. A brief overview
of the general framework of this thesis and of each part is given in this sec-
tion. An abstract and an introduction are provided at the beginning of each
chapter. Other research are carried out during the thesis period, includ-
ing analysis of adaptive �ltering convergence [192], and tracking capabilities
[193]. Being out of the focus of this thesis, this work is not reported here.

1.1.1 Part I: Audio Signal Enhancement and Restora-
tion

As we have seen previously, at a given microphone the signal of interest is
possibly a�ected by four di�erent kinds of perturbations:

• Noise (non-coherent noise, ambient noise): is generally inevitable and
is everywhere at all time.

• Acoustic echo: occurs due to the coupling between the loudspeakers
and microphones.
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• Reverberation: is a result of the e�ect of convolutive interference on
the desired signal.

• Interference (coherent noise): originates from concurrent sound sources.

Combating these perturbations leads to the development of diverse acoustic
signal processing techniques; including noise reduction, echo cancellation,
speech dereverberation, and source separation, each of which is a rich subject
of research. For many of those problems and applications, the number of
inputs and outputs of the acoustic system has been found to be crucial for
the choice of the algorithms and their complexity [82]. In this thesis, we
consider three extreme acoustic con�gurations:

• The �rst is a single-input single-output (SISO) system. From an alge-
braic point of view, this leads to an exactly determined problem (the
number of unknowns equals the number of observations). Thus, the
enhancement can be performed using linear processing.

• The second is a multiple-input single output (MISO) system. From an
algebraic point of view, this leads to an underdetermined problem (the
number of unknowns exceeds the number of observations). Classically,
we refer to this problem as underdetermined source separation.

• The third is a single-input multiple-output (SIMO) system. From an
algebraic point of view, this leads to an overdetermined problem (the
number of unknowns is lower than the number of observations). We
consider this con�guration to investigate the speech dereverberation
problem.

In chapter 2, we consider the classic noise reduction problem. Audio enhance-
ment aims at improving the performance of audio communication systems in
the presence of additive noise. We exploit the prior harmonic structure to
identify and enhance the audio components. We model an audio signal as a
periodic signal with (slow) global variation of amplitude (re�ecting attack,
sustain, decay) and phase. The global phase variation is modeled as a piece-
wise linear part (interpreted in terms of global time-warping), and an excess
part (assumed to have small magnitude). The bandlimited variation of the
global amplitude and phase gets expressed through a subsampled represen-
tation and parametrization of the corresponding signals.
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In chapter 3, we exploit the temporal and harmonic structure of audio signals
to perform underdetermined source separation. The periodic signals are as-
sumed to have distinct periodicity (sparse time-frequency mixture), and/or
to arrive at a set of sensors with di�erent amplitude and delay (with di�er-
ent spatiotemporal signature). We propose a separation technique that takes
into account simultaneously the source signal structure and the propagation
environment parameters (time of arrival, signal attenuation).

In chapter 4, we consider the blind multichannel dereverberation problem for
a single source. The multichannel reverberation impulse response is assumed
to be stationary enough to allow estimation of the correlations it induces from
the received signals. It is well-known that a single-input multi-output �lter
can be equalized blindly by applying multichannel linear prediction to its
output when the input is white. When the input is colored, the multichan-
nel linear prediction will both equalize the reverberation �lter and whiten
the source. We exploit the spatiotemporal channel diversity, and the speech
signal non-stationarity to estimate the averaged source correlation structure,
which can hence be used to determine a source whitening �lter. Multichannel
linear prediction is then applied to the sensor signals �ltered by the source
whitening �lter, to obtain source dereverberation. Particular attention is
paid to the blind estimation of the source color (via the optimization of the
AR coe�cients and order). We also investigate the robustness of the scheme
to the presence of additive noise.

1.1.2 Part II: CWCU Estimation and Application to
Mobile Localization

Generally, estimator designs are subject to a tradeo� between bias and vari-
ance. If prior information on the parameter statistics is available, classic
Bayesian estimation theory allows the exploitation of such prior to reduce the
number of the e�ective parameters to be estimated. Nevertheless, Bayesian
estimation leads to (conditionally) biased estimation. Note that in a Bayesian
context, unbiasedness normally refers to unconditional bias. Unconditional
unbiasedness (unbiasedness on the average) is a weak constraint that is e.g.
obtained by LMMSE estimation in the case of zero-mean variables. Condi-
tional unbiasedness, which is normally considered in deterministic parameter
estimation, is a much stronger constraint and is e.g. not attained by LMMSE
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estimation.
This conditional bias is detrimental for a number of applications. Particu-
larly, this bias is annoying in audio applications (which justi�es the fact that
Bayesian estimation is rarely used for such applications). This motivates the
introduction and the investigation of Component-Wise Conditionally Unbi-
ased (CWCU) Bayesian parameter estimation.

In chapter 5, we introduce the general concept of CWCU Bayesian esti-
mation. Instead of constraining the parameter vector estimate to be jointly
unbiased, we impose conditional unbiasedness on one parameter component
at a time. In such a way, every parameter in turn is treated as deterministic
while the others are being treated as Bayesian. If the parameters are trans-
mitted symbols, the CWCU approach introduced here corresponds to the
familiar unbiased symbol detection whereas joint deterministic unbiasedness
leads to the zero-forcing approach.
The more general introduction of the CWCU concept was also motivated by
LMMSE channel estimation, for which the implications of the concept are
illustrated in various ways, including the e�ect on angle of arrival estimation,
repercussion for trained channel estimation etc. Motivated by the channel
tracking application, we also introduce CWCU Kalman �ltering.

Non-Line-of-Sight and multipath propagation conditions pose signi�cant prob-
lems for most mobile terminal positioning approaches. In contrast, Power
Delay Pro�le (PDP) �ngerprinting thrives on multipath propagation. This
multipath extension of T(D)oA is based on matching an estimated PDP from
one or several base stations with a memorized PDP map for a given cell. It
is obvious that the overall location accuracy depends strongly of the quality
of the PDP estimation. In chapter 6, we propose exploiting the prior struc-
tural information of the channel (parametric decomposition) to enhance the
PDP estimation accuracy, and increase the localization accuracy. Although
the Bayesian channel estimation allows better noise suppression, the bias in-
troduced is very annoying for the parametric channel decomposition (as it
leads to a modi�cation of the pulse-shape structure). This fact motivates
the use of CWCU estimation for such application. We propose to exploit the
prior knowledge on the channel structure to enhance the PDP estimation and
increase the localization accuracy. Using Bayesian and deterministic frame-
works, we introduce one and two-step PDP-�ngerprinting based localization
approaches. In the case of multi-antenna reception/transmission, we intro-
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duce an extension of PDP-�ngerprinting exploiting the additional spatial
information.

1.2 List of contributions
The major contributions of this thesis are summarized as follows:

• Audio signal description using a periodic model with global amplitude
and phase modulation.

• Audio signal extraction using global amplitude modulation and global
time-warping.

• Audio signal extraction using global amplitude and phase modulation.

• Application of the global modulation based models to musical signals
analysis and enhancement.

• Application of the global modulation based models to speech segmen-
tation and enhancement.

• Application of the global modulation based models to underdetermined
convolutive source separation.

• Multichannel Linear prediction (LP) based approach for blind speech
dereverberation.

• Parametric blind estimation of input correlation based on spatiotem-
poral diversity of SIMO acoustic channels.

• Order selection for the parametric blind estimation of the input color.

• Per Channel time-delay compensation for multichannel LP-based equal-
ization, leading to Delay-&-Predict equalization as opposed to Delay-
&-Sum beamforming.

• MISO post processing of MIMO LP for blind MMSE-ZF multichannel
equalization with delay.

• Component-Wise Conditionally Unbiased (CWCU) Bayesian parame-
ters estimation.
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• CWCU Kalman �ltering.

• CWCU multichannel Wiener �ltering.

• Analysis of the interplay between the joint bias and the prior covariance
rank in Block-CWCU-LMMSE.

• Application of CWCU concept to multiple channel estimation.

• Power Delay Pro�le (PDP) �ngerprinting with and without time refer-
ence.

• Reproducible localization validation using ray tracing multipath in a
box.

• Deterministic and Bayesian parametric PDP estimation and applica-
tion for PDP �ngerprinting.

• Power Space Delay Pro�le (PSDP) for SIMO/MISO/MIMO transmis-
sion.

• PSDP �ngerprinting for mobile localization.

1.3 List of publications
• Mahdi Triki and Dirk T.M. Slock, �Bridging Classical Localization and

Fingerprinting Techniques for NLoS Scenarios,� manuscript in prepa-
ration.

• Mahdi Triki and Dirk T.M. Slock, �Delay and Predict Equalization For
Blind Speech Dereverberation,� manuscript in preparation.

• Mahdi Triki and Dirk T.M. Slock, �Periodic Signal Extraction with
Global Amplitude and Phase Modulation for Audio Source Separation,�
manuscript in preparation.

• Mahdi Triki, Tayeb Sadiki, and Dirk T.M. Slock, �Window Optimiza-
tion Issues in Recursive Least-Squares Adaptive Filtering and Track-
ing,� manuscript in preparation.
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Part I

Acoustical Signal Enhancement
and Restoration
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Chapter 2

Audio Signal Enhancement

Audio enhancement aims at improving the performance of audio communi-
cation systems in noisy environments. Harmonic structural information is
one of the key ingredients to identify and enhance the audio components.
We model an audio signal as a periodic signal with (slow) global variation of
amplitude (re�ecting attack, sustain, decay) and phase. The global phase
variation is decomposed into a piece-linear part (interpreted in terms of
global time-warping), and an excess part (assumed to have small magni-
tude). The bandlimited variation of the global amplitude and phase gets
expressed through a subsampled representation and parametrization of the
corresponding signals. Assuming additive white Gaussian noise, a Maximum
Likelihood approach is proposed for the estimation of the model parameters
and the optimization is performed in an iterative (cyclic) fashion that leads
to a sequence of simple least-squares problems. Particular attention is paid
to the estimation of the basic periodic signal, which can have a non-integer
period. Simulation results reveal that the proposed approach is appropri-
ate for musical note modeling and extraction; and for voiced frame speech
identi�cation and enhancement.
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2.1 Introduction
Audio enhancement aims at improving the performance of audio communi-
cation systems in noisy environments. The need for enhancing audio signals
arises in many situations in which the audio signal either originates from
some noisy location or is a�ected by the noise over the channel or at the re-
ceiving end. In the presence of background noise, the human auditory system
is capable of employing e�ective mechanisms to reduce the e�ect of noise on
speech perception. Although such mechanisms are not well understood at
the present state of knowledge (to allow the design of speech enhancement
systems based on auditory principles), several practical methods for speech
enhancement have already been developed. Several reviews can be found in
the literature [106, 129, 46].
From a signal processing point of view, additive noise is easier to deal with
than convolutive noise or nonlinear disturbances. Moreover, due to the bursty
nature of audio signals (speech, music...), it is possible to observe the noise
by itself during audio signal pauses, which can be of great value. On the
other hand, audio enhancement is still a di�cult problem for two reasons.
First, the nature and characteristics of the noise source can change in time
and from application to application. It is therefore di�cult to �nd �exible
schemes that work in di�erent practical environments. Second, the human
ear, the �nal judge, does not believe in a simple mathematical error criterion;
and optimizing this mathematical criterion does not lead necessarily to the
enhancement of the output audio quality. In fact, the enhancement can be
measured by using two perceptual criteria: quality and intelligibility. The
"quality" of the enhanced signal measures its clarity, distortion and the level
of residual noise. The "quality" is a subjective measure that is indicative
of the extent to which the listener is comfortable with the enhanced signal.
The second criterion measures the "intelligibility" of the enhanced signal.
This is an objective measure which provides the percentage of words that
could be correctly identi�ed by listeners. The two performance measures are
uncorrelated: a signal may be of good quality and poor intelligibility and
vice versa. It is very di�cult to satisfy both at the same time. Most speech
enhancement systems improve the quality of the signal at the expense of re-
ducing its intelligibility.

In this chapter, we consider a Single Input Single Output (SISO) frame-
work: a single source signal is captured (together with additive noise) using
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a single microphone (�gure 2.1). From an algebraic point of view, this leads

Figure 2.1: Audio enhancement: problem statement.

to an exactly determined problem (number of unknowns equals number of
observations). Thus, enhancement can be performed using linear processing.
For instance, a frequency-domain Wiener �lter could be computed and used
to enhance the received audio signal. This leads to the well-known spec-
tral subtraction technique [128]. The spectral subtraction method is by far
the most popular and most used in real word applications. However, this
approach introduces some artifacts referred to as musical noise, due to the
spectral estimation problem.
In this thesis, we propose exploiting the harmonic structure of the audio
signal (voicing in the glottal source signal, string and wind oscillation in
musical instruments...). We model an audio signal as a periodic signal with
(slow) global variation of amplitude (characterizing the evolution of the signal
power) and phase (emphasizing the harmonic structure of the audio signal).
The global phase variation is decomposed into a piece-linear part (interpreted
in terms of global time-warping), and an excess part (assumed to have small
magnitude). The bandlimited variation of global amplitude and phase gets
expressed through a subsampled representation and parametrization of the
corresponding signals.
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This chapter is organized as follows. In section 2.2, a brief overview on
audio signal representation and enhancement is presented. Then, the global
modulation models and the associated audio signal extraction procedures are
presented in sections 2.3 and 2.4,. Finally, applications to music and speech
signal enhancement are investigated in section 2.6.

2.2 Audio signal enhancement: a brief overview
In the framework of audio signal analysis and representation, there have been
recent signi�cant advances in two directions: sparse and structured represen-
tations. In fact, audio signals contain superimposed structures, such as tran-
sients and stationary parts or multiple notes and instruments, and have been
shown to have sparse decompositions in a variety of time-frequency dictio-
naries. A second point of view tries to exploit the harmonic structure of the
audio signal. In fact, the audio signal energy is almost concentrated around
the fundamental frequency and the partials. Moreover, the di�erent harmon-
ics are correlated. Sparse and structured decompositions of audio signals are
shown to be e�ective, and appear to be extremely useful in many signal
processing applications: compression, source separation, noise reduction...

2.2.1 Sparse representation of audio signals
There has been a considerable interest in the last decade in developing �ex-
ible decompositions of nonstationary signals. In particular, atomic decom-
positions are shown to be e�ective for representing signal components whose
localizations in time and frequency vary widely. In fact, as many signals
display both oscillatory phenomena (for which time-frequency methods are
e�cient) and transients (for which time-scale techniques are better adapted),
atomic decompositions were developed using redundant families of atoms that
can independently characterize scale and frequency. Such decompositions are
similar to a text written with a small vocabulary. Although this vocabulary
might be su�cient to express all ideas, it requires using circumvolutions that
replace unavailable words by full sentences [108].

Time-Frequency atomic decomposition
Decomposition of signals over a family of functions that are well localized
both in time and frequency has found many applications in signal process-
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ing and harmonic analysis. Depending upon the choice of time-frequency
atoms, the decomposition might have very di�erent properties. Generally,
The family D = {gγ(t)}γ∈Γ is extremely redundant. To represent e�ciently
any function f(t), we must select an appropriate countable subset of atoms
{gγn(t)}n∈IN so that f(t) can be written as

f(t) =
+∞∑

m=−∞
amgγm(t)

Depending upon the choice of the atoms gγm(t), the expansion coe�cients
{am}m∈IN give explicit information on certain types of properties of f(t).
A general family of time-frequency atoms can be generated by scaling, trans-
lating and modulating a single window function g(t) ∈ L2(IR). For any scale
s > 0, frequency modulation ξ and translation u, we denote γ = (s, u, ξ) and
we de�ne

gγ(t) =
1√
s
g(

t− u

s
)ej2πξt. (2.1)

The index γ is an element of the set Γ = IR+ × IR2.
A special and useful choice for audio decomposition is a Gaussian window,
i.e., g(t) = N(t) = 1√

2π
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The function gγ(t) is centered at time u and its energy is concentrated in a
neighborhood of u, whose size is proportional to s. Its Fourier transform is
centered at the frequency f = ξ, and its energy is concentrated in a neigh-
borhood of ξ, whose size is proportional to 1/s. Short scale atoms almost
correspond to "clicks", whereas large scale atoms are nearly pure sine waves.
This dictionary is thus likely to comply with the representation of transients
structures as well as of stationary features.
Another useful atom family is called the "Chirp dictionary". The chirp dic-
tionary is an extension of the Gabor dictionary: every chirp atom is obtained
from the Gaussian window N(t) by dilation, translation, frequency, and chirp
modulation[67]. It can thus be described with its index γ = (s, u, ξ, c)

gγ(t) =
1√
s

N

(
t− u

s

)
ej2π(ξ(t−u)+ c

2
(t−u)2) (2.3)
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As a result, g(s,u,ξ,c) is localized at time u with a temporal dispersion pro-
portional to its scale s. The Wigner-Ville distribution WV

[
g(s,u,ξ,c)

]
(t, f)

of a chirp atom de�nes a quadratic time-frequency energy distribution. It is
localized around the line of instantaneous frequency f(t) = ξ + c(t− u). Its
dispersion is proportional to 1/s in the direction of f(t).

One can also remark that atomic decomposition is a general framework
that includes classic signal decomposition techniques, for instance Fourier
and wavelet transforms. In fact, windowed Fourier transform and wavelet
transform correspond to special families of time-frequency atoms, that are
frames or bases of L2(IR):

* In a windowed Fourier transform, all the atoms gγm have a constant
scale sm = s0 and are thus mainly localized over an interval whose size is
proportional to s0. If the main signal structures are localized over a time-
scale of the order of s0, the expansion coe�cients am give important insights
on their localization and frequency content. However, a windowed Fourier
transform is not well adapted to describe structures that are much smaller
or much larger than s0.

* On the other hand, the wavelet transform decomposes signals over
time-frequency atoms of varying scales, called wavelets. A wavelet family
(gγm(t))m∈IN is built by relating the frequency parameter ξm to the scale sm

with ξm = ξ0
sm

, where ξ0 is a constant. The resulting family is composed of
dilations and translations of a single function, multiplied by complex phase
parameter. The expansion coe�cients am of a function over wavelet families
characterize the scaling behavior of signal structures. This is important for
the analysis of fractals and singular behaviors. However, expansion coe�-
cients in a wavelet frame do not provide precise estimates of the frequency
content of waveforms whose Fourier transform is well localized, especially at
high frequencies. This is due to the restriction on the frequency parameter
ξm, that remains inversely proportional to the scale sm.

Matching Pursuit (MP) algorithm

Let us consider a family of vectors D = (gγ)γ∈Γ included in the Hilbert space
H (for example L2 (IR)) with a unit norm ‖gγ‖ = 1. For a given f ∈ H,
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getting the best Mth order approximate, i.e.

f̂M =
M∑

m=1

cmgγm = arg min
cm,γm

∥∥∥∥∥f −
M∑

m=1

cmgγm

∥∥∥∥∥ (2.4)

is an NP-hard problem. The matching pursuit [108] is a greedy strategy
to decompose iteratively a signal into a linear combination of atoms chosen
among the dictionary D. It de�nes an mth order residual Rm−1f (starting
with R0f = f) in the following way.

1. Compute for all γ ∈ Γ ∣∣〈Rm−1f, gγ

〉∣∣2 (2.5)

2. Choose an element gγm ∈ D which "closely" matches the residual
Rm−1f in the sense that

∣∣〈Rm−1f, gγm

〉∣∣2 = sup
γ∈Γ

∣∣〈Rm−1f, gγ

〉∣∣2 (2.6)

3. Compute the new residual by removing the component along the se-
lected atom

Rmf = Rm−1f − 〈
Rm−1f, gγm

〉
gγm (2.7)

The error
∥∥RMf

∥∥ is proved to decay to zero [68]. Thus, MP provides an
atomic decomposition of the signal

f =
∞∑

m=1

〈
Rm−1f, gγm

〉
gγm

Generally, we consider sampled signals (we denote by N the signal length).
Thus, the signal space H has a �nite dimension N . In such case, the MP
has speci�c properties that are studied in [109]. For instance, it was proven
that the norm of the residues decays exponentially. On the other hand, due
to the limitations of the sampling rate and the signal size, Gabor and Chirp
dictionaries have a �nite number of elements; and the MP algorithm can be
implemented with a total complexity:

• O (N log(N)) per iteration: using the Gabor dictionary [108].

• O (N2 log(N)) per iteration: using the Chirp dictionary [67].
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High Resolution Matching Pursuit (HRMP) algorithm

As we have seen in the previous section, the matching pursuit is a greedy
algorithm in the sense that it optimizes at each step the amount of the signal
energy it grasps. This often leads to a choice of features which globally �ts
the signal structures but is not best adapted to its local structures.

Figure 2.2: Time-Freq distributions of signals (top) obtained with MP (mid-
dle) and HRMP (bottom): (a) two close bumps, with a four atom decompo-
sition (b) an attack pattern, with a ten atom decomposition.

For instance, a signal composed of two bumps modulated by a sinusoidal
wave at frequency ξ (Figure 2.2-a) is �rst decomposed into a large atom at
frequency ξ (middle horizontal line on Figure 2.2-a-MP) that covers the time
support of both bumps. Then, in order to remove the energy created between
the two bumps by this �rst atom, MP chooses two atoms of the same size as
the �rst one, with frequencies ξ + ∆ξ(upper line) and ξ − ∆ξ (lower line).
Moreover, we observe that MP does not keep a good localization of attack
patterns (Figure 2.2-b-MP), which leads to a little, but still audible, pre-echo
at re-synthesis stage. This is due to the atom selection criterion that allows
the creation of energy where there was none previously.
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To avoid this problem, Donoho and Chen[33] introduced the Basis Pur-
suit, which makes a full optimization, by minimizing the sparsity measure∑

m∈IN |am| over all possible decompositions f =
∑

m∈IN,γm∈Γ amgγm . The
major drawback of the proposed technique is its high computation complex-
ity, since the optimization leads to large scale linear-programming problem.

Another solution is proposed by Gribonval et al. [71, 72]. In these refer-
ences, the authors introduce a modi�ed MP scheme called High Resolution
Matching Pursuit (HRMP) algorithm. The HRMP keeps the fast algorithm
structure of MP, while using a di�erent correlation function that allows the
pursuit to emphasize local �t over global �t at each step. The additional
complexity concerns only the computation of the correlation function. The
proposed correlation function C(f, gγ) maximizes the amount of signal energy
that the pursuit can grasp, when choosing the atom gγ:

C(f, gγ) = ε min
γi∈Iγ

|〈f, gγi
〉|

|〈gγ, gγi
〉|

where Iγ is a subset of indices such that atoms gγi
, γi ∈ Iγ have a time sup-

port included in the support of gγ, and are modulated at the same frequency
of gγ . ε is evaluated as follows: if 〈f, gγi

〉 have the same sign for allγi ∈ Iγ,
then ε is this common sign; else ε = 0.
Intuitively, in the matching pursuit, the inner-product (used as a correlation
function between the time-frequency atom and the audio signal) disregards
whether the signal contains energy on the whole time-frequency support of
the chosen atom. On the contrary, the new correlation function avoids cre-
ating energy at time locations where there was none. It can thus distinguish
close time features as shown in Figure 2.2-a-HRMP. Moreover it can avoid
pre-echo e�ects (Figure 2.2-b-HRMP). Remark that as the atoms chosen for
the decomposition have a smaller time support than with a usual MP de-
composition, they also have a larger frequency support. Thus, the HRMP
performs higher time resolution decomposition than the classic MP, but at
the expense of decreased frequency resolution.

Harmonic Matching Pursuit (HMP) algorithm

Audio signals contain superimposed structures such as transients and sta-
tionary parts. Moreover, the energy of the signal is mostly located around
fundamental frequency and partials. Given this strong harmonic content,
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Gribonval and Bacry propose decomposing audio signals using a dictionary
of harmonic atoms [69]

h(t) =
K∑

k=1

ckgs,u,ξk
(t) ‖h‖2 =

∫
|h(t)|2 dt = 1

where gs,u,ξk
(t) is a Gabor atom, K is the number of Gabor atoms extracted

at each step, and {ck}k∈IR represents the weighting coe�cients of the di�erent
atoms. To emphasis the harmonic structure of the audio signal, the extracted
atoms are selected to be harmonically related, i.e.,

ξk ≈ k ξ0 1 ≤ k ≤ K (2.8)

The (almost) harmonicity ξk ≈ kξ0 can be de�ned as

|ξk − kξ0| ≤ A/s A ≈ 1

One can also remark that the Gabor atoms are special cases of harmonic
atoms, with K = 1. Moreover, local-cosine atoms are also harmonic atoms,
with K = 2, and ξ1 = −ξ2.

Using the harmonic dictionary, the MP algorithm becomes

1. Compute
∥∥PνγR

m−1
∥∥ for all γ ∈ Γh = {(s, u, ξ1, · · · , ξK) / ξk ≈ kξ0}.

2. Select the "best" harmonic subspace νγm

γm = argmax
γ∈Γh

∥∥PνγR
m−1

∥∥

3. Compute the "best" harmonic atom and the new residual

hm(t) =
Pνγm

Rm−1

∥∥Pνγm
Rm−1

∥∥
〈
Rm−1, hm

〉
=

∥∥Pνγm
Rm−1

∥∥

Note that no exhaustive search over the parameters {ck}k is needed for the
optimization of harmonic atoms. However, at each step, we need to compute∥∥Pνγm

Rm−1
∥∥ for every subspace νγ, as well as the exact projection Pνγm

Rm−1
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for the selected subspace. For general harmonic dictionaries, this computa-
tion is time demanding and makes the standard matching pursuit unusable.
This fact further motivates faster greedy algorithms ([69, 98]). The basic
observation is the quasiorthogonality of the Gabor atoms. In fact, due to the
localization of the Gabor atoms in the frequency domain, we have

〈
gs,u,ξk

(t), gs,u,ξk′ (t)
〉 ≈ δk,k′ (2.9)

where δk,k′ =

{
1 if k = k′

0 else is the delta function.
Thus, we have

∥∥PνγR
m−1

∥∥2 ≈
K∑

k=1

∣∣〈Rm−1, gs,u,ξk
(t)

〉∣∣2 (2.10)

Finally, an e�cient implementation of the Harmonic Matching Pursuit can
be done by peaking, at each iteration, the best harmonically related K-atoms.
The modi�ed scheme is thus de�ned as follows:

1. Compute for all γ = (s, u, ξ0) ∈ Γ.

C(Rm−1, gγ) =
K∑

k=1

sup
|ξk−kξ0|≤A/s

∣∣〈Rm−1, g(s,u,ξk)

〉∣∣2

2. Select the "best" harmonic subspace νγm

γm = argmax
γ∈Γ

C(Rm−1, gγ) (γm ∈ Γh)

3. Compute the new residual

Rm = Rm−1 −
K∑

k=1

〈
Rm−1, g(s,u,ξk)

〉
g(s,u,ξk)

Therefore, we de�ne a fast Harmonic MP algorithm. The complexity of the
scheme is O (KN) per iteration [69]. The decomposition method was shown
to be e�cient on audio analysis; specially in decomposing musical signal into
harmonic structures of di�erent duration and harmonic content.
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Molecular Matching Pursuit (MMP) algorithm

Despite the MP scheme can be implemented in a fast fashion, its algorithmic
complexity is still too high to be used on high-dimensional signals such as au-
dio signals. To reduce computational complexity, the audio signal structure
should be taken into account. In fact, atoms are not randomly located, but
forms structures, or clusters, in the parameter plane. For instance, HMP re-
duces the MP complexity by exploiting the harmonic structure, which seems
well adapted to signals composed of constant-frequency partials such as pi-
ano recordings. On such signals, it gives a meaningful decomposition into
harmonic structures with very few harmonic molecules that seem to �t the
notes. However, on sound signals with more frequency modulation such as
bowed strings or trumpet, harmonic molecules are too "rigid" to represent
what one could consider as elementary sound objects.

The Molecular Matching Pursuit (MMP) algorithm provides a �exible
approach to exploit the signal structure. The main idea is to track the local
structures that appear in the time-frequency domain[41]. As a matter of fact,
it de�nes sound molecules as groups of neighboring atoms. In other words,
each step of MMP consists in selecting a group of atoms {gs,uk,ξk

}k=1:K (t)
with s a �xed single scale, to form a tonal molecule corresponding to a partial
(horizontal line in the time-scale plane). Thus, the algorithm is computa-
tionally very e�cient (compared to MP), as a large number of coe�cients
(typically between 5 and 50) is selected at every iteration.

An extension of the MMP is proposed in [98], called Meta Molecular
Matching Pursuit (M3P) algorithm. M3P allows selecting harmonically re-
lated tonal molecules, subsequently grouped in harmonic combs (called meta-
molecules). The major di�erence with HMP is that, at each iteration m, the
duration and shape of a harmonic molecule is not de�ned a priori by the
model: these parameters result a posteriori from the grouping of Short Time
Fourier Transform (STFT) atoms. From an algorithmic point of view, the
molecules are not optimized through the direct maximization of a correlation
criterion. The M3P algorithm de�nes a method to group short time, single
scale atoms in molecules that �t the harmonic structures of the signal.
Comparing to the HMP, the M3P provides more �exible tool to represent fre-
quency modulated harmonic objects. The "meta molecule" chains together
atoms admitting a single scale. The better accuracy and increased �exibility
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of M3P for the decomposition of sounds into frequency-modulated objects
comes however with a price, since a greater number of parameters is required
to describe the objects (plus possible partial misses).

2.2.2 Structured representation of audio signals
In the previous section, we have seen that taking into account the harmonic
structure of the audio signals leads to an improvement in the enhancement
performance and the computational complexity. Several authors propose
exploiting further this harmonic structure. In fact, the signal energy is con-
centrated around the fundamental frequency and the partials. Moreover, the
di�erent harmonics are correlated. Consider, for example, a sound played
by an acoustic guitar (see �gure 2.10). The output signal is the convolution
of the string response and the box response. On the other hand, the string
response depends mainly on the fundamental frequency and the power of the
attack, while the box response is time invariant. Consequently, the output
signal is a function of some time invariant parameters and a few time variant
parameters. Thus, we should not treat the harmonics separately as a simple
�lter bank or a classic MP approach would do.

Sinusoidal representation of audio signal
Sinusoidal model based music analysis/synthesis has received considerable
interest in the computer music community [62, 63, 42]. The sinusoidal trans-
form, originally developed by Quatieri and McAulay [113], represents a signal
as a sum of discrete time-varying sinusoids or partials:

s(t) =
P∑

k=0

Ak(t) cos (θk(t)) . (2.11)

The estimation of the model parameters is typically carried out using a STFT
with a �xed analysis frame size and a �xed stride between frames. The sinu-
soids are extracted by peak-picking in the STFT magnitude spectrum. Inter-
mediate values are obtained by linear interpolation. A fundamental problem
faced by the traditional sinusoidal-model based techniques, and which arises
due to the STFT, is smearing of the frequency response [105, 144]. In fact,
over the period of a single analysis frame, the algorithm estimates the ampli-
tude, frequency and phase of any sinusoids it believes to be present. Because
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of the near logarithmic scale of pitch perception, we need very long windows
in order to accurately estimate the pitch of low frequency partials. On the
other hand, the time resolution of these parameters is only as �ne as the
window length, itself. And, since the music signal is strongly non-stationary
, it is not always possible to �nd a good tradeo� between time and frequency
resolution. Also, determining the sinusoid parameters from the STFT peak
amplitude and phase only works well for high frequency resolution, high
Signal-to-Noise Ratio (SNR) and in the absence of modulation. Another
drawback of these techniques is that they ignore the harmonic structure of
the music signal and the correlation between di�erent frames.

To overcome the resolution limit of the Fourier transform (due to win-
dowing), non-linear interpolation [145, 91, 77] and dichotomy [211, 1] based
approaches were suggested to better localize the peak in the STFT domain.
High-Resolution (HR) methods are also proposed to overcome the STFT
resolution limit and to provide more accurate estimates of the signal param-
eters. The estimation of the model parameters is achieved in two steps: �rst,
the frequencies are computed using a high-resolution method, from which
the amplitudes and the initial phases are deduced by minimizing a Least-
Squares (LS) criterion. The foundation of HR methods dates back from the
work by Prony [147] which estimate a sum of exponentials via Linear Pre-
diction (LP). This approach was further investigated by Pisarenko [140] for
estimating sinusoids in noise. More recently, HR techniques rely on subspace
signal analysis, for instance the MUltiple Signal Classi�cation (MUSIC) algo-
rithm [159, 19, 100], and the Estimation of Signal Parameters via Rotational
Invariance Techniques (ESPRIT) [153, 154, 213, 16].

Another drawback of the classic sinusoidal techniques is that they treat sep-
arately (independently) the di�erent time frames, ignoring the correlation
between these frames. To exploit this interframe correlations, Virtanen and
Klapuri [198] suggest a post-processing step tracking the model parameters.
In fact, once amplitude and frequency of each peak are estimated at each
frame, the detected peaks are tracked together in inter-frame trajectories,
which leads to a set of sinusoidal trajectories with time-varying frequencies
and amplitudes (see �g. 2.3).
A common drawback of all the previous techniques is that they ignore the
harmonic structure of the audio signal. In fact, they consider the signal as
a mixture of a �nite number of arbitrary sinusoids, ignoring the harmonic
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Figure 2.3: Sinusoidal trajectories of a signal consisting of oboe and violin
sounds [198].

(periodic) content of the signal.

Periodic representation of audio signal

For treating periodic signals, the state of the art is limited to the estimation
of pure periodic signals with period equal to an integer number of samples
[134, 135]. In these references, the authors propose a Maximum Likelihood
(ML) approach to analyze pure periodic signals. They show that the resulting
procedure can be interpreted as a signal projection onto suitable subspaces.
In [135], the audio record is assumed as a mixture of unknown periodic sig-
nals in white Gaussian noise of unknown intensity. Authors propose a pitch
detection scheme based on a ML formulation. The proposed scheme searches
for the M largest periodicities, in the sense of the norm of projection onto
the subspace spanned by signals of period T .
In [134], Muresan and Parks extend the previous approach. They introduce
the concept of exact periodicity. A signal exactly period T is not exactly pe-
riod 2T , 3T , etc... Although, it continues to be of period 2T , 3T , etc... The
Exactly Periodic Subspace Decomposition (EPSD) is performed using projec-
tion on the "orthogonal" subspaces spanned by the exactly periodic signals.
Then, EPSD is done by projecting the signal onto orthogonal Exactly Peri-
odic Subspace (EPS), which is similar to Fourier and wavelet decompositions.
The di�erence, however, is that unlike the Fourier or wavelet decomposition,
which take projections onto orthogonal vectors, the EPSD takes projections
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onto orthogonal subspaces. Viewing the problem in the frequency domain
reveals a simple algorithm for computing the EPSD. Indeed, any signal of
period T can be written as a linear combination of the harmonics at frequen-
cies 0,

(
1

T

)
, · · · ,

(
T − 1

T

)
(see �gure (2.4)).

Figure 2.4: Frequency content of a periodic signal (with period T = 12.

In general, the basis functions for the subspaces of exactly period T signals
is spanned by harmonics that are multiples of the fundamental frequency 1

T

but not multiples of any frequency 1

T
(with T/T ). For example, the subspace

of exactly periodic signal with period 12 is the collection of harmonics that
belong only to period 12 (i.e., the harmonics with k=1, 5, 7, and 11).

The decomposition of audio signal into periodic features was reconsid-
ered by De Cheveigné and Slama [164]. The authors introduce (for a given
candidate period T ) the periodic-aperiodic decomposition:

x+T = [x(t) + x(t− T )] /2

x−T = [x(t)− x(t− T )] /2

These processes corresponds to a time-domain comb-�ltered version of x.
They can be interpreted as the "periodic" and "aperiodic" parts of x. In-
deed, if x is periodic with period T , the x+T = x, and x−T = 0. The authors
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suggest using periodic-aperiodic power decomposition for the acoustic scene
analysis, and they apply the proposed approach for extraction of periodic
source separation (periods should be integer multiples of the sampling fre-
quency).

2.3 QPSE with global amplitude modulation
and global timewarping

In the previous section, we have seen that the major drawback of the sinu-
soidal modelling based techniques is that they consider the signal as a mixture
of a �nite number of arbitrary sinusoids, ignoring the harmonic structure of
the audio signal. On the other hand, periodic modelling seems to be too
rigid to model real signals. Motivated by the previous observation, we pro-
pose merging the periodic signal analysis and sinusoidal modeling in order
to give more �exibility to the periodic signal analysis, and to impose more
structure on sinusoidal modelling.

In the sinusoidal modeling, the signal is modeled as a sum of evolving si-
nusoids:

s(n) =
P∑

k=0

ak(n) cos (θk(n)) (2.12)

where θk(n) represents the instantaneous phase of the kth partial. Since the
audio signal is almost harmonic (quasi-periodic), θk(n) can be decomposed
into

θk(n) = 2πknf0 + 2πϕk(n) (2.13)

where ϕk(n) characterizes the evolution of the instantaneous phases around
the kth harmonic, and can be assumed to be slowly time varying.
The global modulation assumption implies that all harmonic amplitudes
evolve proportionally in time, and that the instantaneous frequency of each
harmonic is proportional to the harmonic index, i.e.,

{
ak(n) = ak a(n)
2πϕk(n) = 2πk ϕ(n) + Φk

. (2.14)
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In summary, we model an audio signal as the superposition of harmonic
components with a global amplitude modulation and global time warping:

y(n) = s(n) + v(n)
=

∑
k ak(n) cos (2πknf0 + 2πϕk(n)) + v(n)

= a(n)
∑

k ak cos
(
2πkf0

(
n + ϕ(n)

f0

)
+ Φk

)
+ v(n)

= a(n) θ
(
n + ϕ(n)

f0

)
+ v(n)

(2.15)

where

• v(n) is additive white Gaussian noise.

• a(n) represents the amplitude modulating signal

• ϕ(n) denotes the phase modulating signal (that can be interpreted in
terms of time warping).

• θ(n) =
∑

k ak cos (2πkf0n + Φk) is a T = 1
f0

is the basic periodic signal.

Thus, the audio signal is modeled as a periodic signal with global amplitude
and phase modulation. The periodic signal θ(n) characterizes the spectrum
envelope of the audio source. It can be considered as a signature for in-
strument classi�cation and recognition applications. Whereas the amplitude
and phase modulated signals (a(n) and ϕ(n)) represent respectively the time
evolution of the note power and pitch. Remark also that the global phase
modulation can be interpreted in terms of dynamic time-warping: it "warps"
(stretches or compresses in time) the basic periodic signal θ(n) to �t the re-
ceived signal s(n).

Global phase/frequency modulation

Consider, �rst, the case of a pure periodic signal:

s(n) =
∑

k

ak cos (2πknf0 + Φk) . (2.16)

If the fundamental period T = 1
f0

is an integer, then θ = [θ(1) · · · θ(T )]T , the
signal over one period, is su�cient to describe the totality of the periodic
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signal s = [s(1) · · · s(N)]T [134, 135]:

s =




IT

IT
...


 θ = Fθ (2.17)

where the column space of F corresponds to the signal subspace for a periodic
signal of period T . When T is not integer, we shall take the vector θ of size
dT e (and not longer, to minimize identi�ability problems). θ contains a set
of su�cient statistics to describe the whole periodic signal. And, it exists
an optimal interpolation matrix F that generate exactly the periodic signal
vector s (according to (2.17)). However, this interpolation matrix is quite
complex to compute and to handle. Therefore, we consider an approximated
interpolation and we work with FIR interpolation �lters. We introduce an F
of similar structure as in (2.17), but with the identity matrices replaced by
banded blocks corresponding to the (time-varying) FIR �lter. For simplicity,
we shall assume that a certain degree of oversampling has been performed so
that simple linear interpolation (corresponding to a triangular interpolation
�lter) produces good results. In that case, the matrix F is given by:

F =




1 0 · · · 0
β 1−β · · · 0

. . .
. . .

0 βbT c 1−βbT c
1−βdT e · · · βdT e

...




(2.18)

where β = 1− T
dT e . This is a banded matrix with only two consecutive (in a

modulo sense) non-zero elements per-row , providing a convex combination of
two available samples to approximate an intermediately positioned sample.

The same approach can be used to take into account a given time warping
by considering f(n) = f0 +ψ(n), being a piecewise constant function of time
(see �gure 2.5). As a result, the phase becomes a piecewise linear function of
time. The time period T1 over which the instantaneous frequency is supposed
to be constant is chosen such that 1

T1
exceeds (well) the (assumed) bandwidth

of variation of the instantaneous frequency. As a result, the frequency and
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Figure 2.5: Interpolation matrix structure.

hence phase variation gets parameterized by the subsampled values at rate
1
T1
. The way �gure 2.5 should be interpreted is that the line indicates for

each row of the matrix the point for which an interpolation value has to be
provided. In the case of simple linear interpolation the two matrix elements
on the row surrounding the intersection of the line with the row will corre-
spond to an appropriate convex combination.

Global amplitude modulation

While time warping focuses on the time evolution of the instantaneous fre-
quency and allows the modeling of several musical phenomena (vibrato, glis-
sando ...), the global amplitude-modulating signal allows an evolution of the
note power, re�ecting attack, sustain, and decay. The amplitude signal is as-
sumed to be a non-negative low-pass signal. Hence it can also be represented
as an interpolated version of a subsampled signal (see further). So the audio
signal can be written as:

y = A Fθ︸ ︷︷ ︸
= s

+ v (2.19)
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where :
- y = [y(1) · · · y(N)]T , represents the observation vector
- s = [s(1) · · · s(N)]T , represents the signal of interest
- v = [v(1) · · · v(N)]T , denotes the noise vector
- θ = [θ(1) · · · θ(dT e)], characterizes the harmonic signature over essentially
one period
- A = diag[A(1) · · ·A(N)], represents the global amplitude modulation signal
- F is an N × dT e interpolation matrix characterizing the time warping.

Figure 2.6: QPSE with global amplitude modulation and global timewarping.

2.3.1 Periodic signal extraction procedure
The previous model is linear in θ, A, or F (separately), F being parameter-
ized nonlinearly. Trying to estimate all factors jointly is a di�cult nonlinear
problem. Indeed, as the noise is assumed to be a white Gaussian signal, the
ML approach leads to the following least-squares problem:

min
A,F,θ

‖y −AFθ‖2 (2.20)

where A and F are parameterized in terms of subsamples. However, the
estimation can easily be performed iteratively.
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Periodic signature estimation
If we assume that the matrices Â, F̂ are given, the periodic signature θ can
be isolated as

y = Â F̂ θ + v = Gθ θ + v (2.21)

Then minimizing (2.20) w.r.t. θ leads to

θ̂ =
(
Gθ

TGθ

)−1
Gθ

Ty . (2.22)

Hence the periodic signature gets estimated by using the data over the whole
note duration.

Instantaneous amplitude estimation
The amplitude signal could similarly be estimated from (2.20) by isolating F̂

and θ̂. However, such an estimation procedure would not guarantee positive
values for the estimated amplitude signal. Alternatively, consider performing
the square of the note signal:

s2(n) = a2(n) (
∑

k ak cos(2πknf0 + 2πkϕ(n) + Φk))
2

= a2(n) θ2 + (high freq. terms)
(2.23)

where θ2 =
1

2

∑

k

a2
k =

1

dT e
dT e∑
n=1

θ̂2(n) =
1

dT e‖θ̂‖
2 denotes the power of the

periodic signal. Taking into account additive noise leads to:

y2(n)− v2(n) = a2(n) θ2

︸ ︷︷ ︸
signal

+ 2s(n)v(n) + (high freq. terms)︸ ︷︷ ︸
noise

from which we shall estimate a2(n) via least-squares. We propose to express
the low-pass character of a(n) by taking a(n) to be piecewise constant (so
that a2(n) is also piecewise constant) over a given time frames.The length of
theses frames Ta should be selected a multiple of the signal period T . Ta can
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be also time-varying, to accommodate for the time-varying speed of variation
of the amplitude (attack versus decay).
Finally, a(n) gets estimated using:

â(n) =

√
1

θ2

〈
y2(n)− (y(n)− ŝ(n))2〉

Ta
(2.24)

where 〈 . 〉Ta
denotes temporal averaging over the piecewise interval contain-

ing Ta; ŝ(n) =
[
ÂF̂θ̂

]
(n) denotes the latest estimate of the signal of interest.

Instantaneous frequency estimation
As for the instantaneous amplitude, the instantaneous frequency gets esti-
mated on a frame-by-frame basis. The length of these time frames Tf can
di�er from Ta and is typically longer since the frequency varies more slowly
than the amplitude. In each frame, the instantaneous frequency is optimized
using (2.20):





min
f

∥∥∥y − ÂF̂(f)θ̂
∥∥∥

∆f
f0
≤ αmax

(2.25)

where ∆f denotes the maximum relative frequency variation in the current
frame compared to the previous frame, re�ecting an assumed limited fre-
quency variation rate. The optimal instantaneous frequency value for the
current frame gets determined from a �nite set of discrete values within the
thus limited range.

2.4 QPSE with global amplitude and phase mod-
ulation

In the previous section, we have assumed that the global modulating phase
signal (in (3)) is piecewise linear, i.e. ∃Twl

ϕwl(n) = n (fp − f0) + Φp ∀n ∈ [pTwl (p + 1)Twl]

where fwl(n) + f0 = fp + f0 is the instantaneous frequency assumed to be
piece-wise constant. In such a case, the global phase modulation can be
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interpreted in term of time warping. In this section, we relax further our
assumptions on the global phase modulation signal:

ϕ(n) = nf0 + ϕwl(n) + ϕ̃(n) (2.26)

where ϕ̃(n) is assumed to be slowly time-varying and with small magnitude
|2πϕ̃(n)| ¿ 1.
Thus, the audio signal can be modeled as:

s(n) = a(n)
∑

k

ak cos (2πk (nf0 + ϕwl(n)) + 2πkϕ̃(n) + Φk)

A �rst-order approximation of the phase dependence produces an additive
term involving the derivative of the periodic signal multiplied by a phase
variation function

s(n) ≈ a(n)
∑

k

ak cos (2πk (nf0 + ϕwl(n)) + Φk)

−a(n)
∑

k

ak(2πkϕ̃(n)) sin (2πk (nf0 + ϕwl(n)) + Φk)

= a(n)θ (nf0 + ϕwl(n)) + a(n)
ϕ̃(n)

f0 + ϕ
′
wl(n)

θ
′
(nf0 + ϕwl(n))

= a(n)θ
(
n + ϕwl(n)

f0

)
+ a(n)

ϕ̃(n)

f0 + fwl(n)︸ ︷︷ ︸
b(n)

θ
′
(
n + ϕwl(n)

f0

)

where θ(n) =
∑

k ak cos (2πknf0 + Φk) is the signal de�ned in (2.15) (T = 1
f0

not necessarily an integer).
The derivative θ

′
(n) denotes a sampled version of the continuous-time signal

of which θ(n) is the sampled version. If the sampling satis�es Nyquist's
criterion, then θ

′
(n) can be obtained from θ(n) by �ltering with the transfer

function j2πf , f ∈ (−1
2
, 1

2
) which we shall approximate with an FIR �lter

that is optimized as follows:

H(z) =
P∑

n=−P

hnz−n (2.27)

min
hn

∫ 1
2

− 1
2

Syy(f)
∣∣j2πf −H

(
ej2πf

)∣∣2 df (2.28)
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where P is the order of the FIR derivative �lter approximation, and Syy(f)
denotes the power spectrum of the signal y(n) (see appendix 2.A for details).
In summary, the audio signal can be written as

y = A Fθ + A B︸︷︷︸
C

HFθ + v (2.29)

where :
- y = [y(1) · · · y(N)]T , represents the observation vector
- v = [v(1) · · · v(N)]T , denotes the noise vector
- θ = [θ(1) · · · θ(dT e)], characterizes the harmonic signature over essentially
one period
- A = diag {A(1) · · ·A(N)}, represents the global amplitude modulation
- B = diag

{ eϕ(1)
f0+fwl(1)

· · · eϕ(N)
f0+fwl(N)

}
, characterizes the global phase modula-

tion
- F is an (N + 2P )× dT e is an interpolation matrix characterizing the time-
warping
- H is an N× (N +2P ) banded matrix that characterizes the derivative �lter

Figure 2.7: QPSE with global amplitude and phase modulation.
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2.4.1 Periodic signal extraction procedure
As previous, the signal model in (2.29) is linear in θ, A, and C (separately).
Trying to estimate all of them at the same time is a di�cult nonlinear prob-
lem. However, the estimation can easily be done iteratively.

Harmonic signature estimation
If we assume that the matrices Â, B̂, F̂ are given, harmonic signature θ can
be isolated as

y = Â
(
I + B̂H

)
F̂ θ + v = Ğθ θ + v (2.30)

As the noise is assumed to be a white Gaussian signal, the ML approach
leads to a least-squares problem. Then

θ̂ =
(
ĞT

θ Ğθ

)−1

ĞT
θ Y (2.31)

Instantaneous frequency estimation
As previously, the instantaneous frequency gets estimated on a frame-by-
frame basis. In each frame, the instantaneous frequency is optimized using
(2.25).

Instantaneous global amplitude and phase estimation
Using the current estimates of (F̂ , θ̂), the audio source signal can be written
as

y = AF̂θ̂ + CHF̂θ̂ + v

= Ğa A + Ğc C + v

where Ğa = diag
{
F̂θ̂

}
, and Ğc = diag

{
HF̂θ̂

}
are two N × N diagonal

matrices.
On the other hand, the global modulating amplitude (respectively phase)
signals are supposed to be lowpass band. Then, a(n) (resp. c(n)) can be



2.4 QPSE with global amplitude and phase modulation 39

down-sampled. The remaining samples can be estimated using linear inter-
polation. Linear interpolation can be formalized as a linear transformation:




a(1)
a(2)
...
...

a(N)




=




1 0 · · · 0
P21P22 · · · 0
P31P32 · · · 0
0 1 · · · 0

...
0 · · · · · · 1







a(1)
a(1 + Ta)
...
a(N)


 = Pa a↓

where a↓ (resp. c↓) contains the degrees of freedom of our model (charac-
terizing the amplitude (resp. phase) modulating signal), and Pa (resp. Pc)
represents the interpolation matrix of the global modulating amplitude (resp.
phase). For the design of the interpolation matrices Pa and Pc, we suggest
using Hamming window for linear interpolation. In fact, the linear interpola-
tion can be interpreted as a linear �ltering operation of the upsampled signal
with a low-pass �lter (see appendix 2.A for details). By using a smooth
window with energy concentrated essentially in the principal lobe, the inter-
polation error gets ampli�ed less. Thus, we do better amplitude and phase
estimation.

We can also vary the interpolation window length with time. In fact,
in the transient state the instantaneous amplitude is much more large-band
than in harmonic steady-state. Therefore, one should use windows in the
transient portions (to best model the audio signal attack and decay), and
longer windows in the harmonic steady-state (to better remove the additive
noise).

In sum, the estimation problem can be formalized as follows

y =
[
ĞaPa ĞcPc

] [
a↓
c↓

]
+ v

and, Â, and Ĉ gets estimated using the least-squares technique (via the es-
timation of

[
â↓
ĉ↓

]
).

As expected, simulation shows that applied to clean music signal, the
periodic signal extraction based on global amplitude and phase modulation
performs better than the technique based on global time warping. However
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using noisy received signal, one can show that the proposed technique is not
robust to initialization (in the cyclic optimization problem). In fact, the
estimation of the parameters A and C strongly relies on the quality of esti-
mation of the periodic signal θ and the time-warping matrix F. Therefore,
we suggest using the �rst version (modeling the audio signal using a global
amplitude modulation and global time-warping) for the algorithm initializa-
tion. Then, we re�ne the estimation taking into consideration small low-pass
phase �uctuation.

2.5 Audio Modeling with Global Frequency-Selective
Modulation and Global Time-Warping

In previous, we have presented the quasi-periodic signal models with global
(�at) amplitude and frequency modulation. Such a model allows for no spec-
tral variation throughout the note duration, only for amplitude and (synchro-
nized) frequency modulation. The global amplitude modulation implies that
all harmonic amplitudes evolve proportionally in time; whereas the global
time-warping emphasizes the signal harmonicity. However, the ratio of the
di�erent harmonics (modeled through the basic waveshape θ) is assumed to
be constant throughout the whole note duration.
The problem with such a model though is that in reality, periodic signals
produced by musical instruments, e.g. string instruments, have harmonic
components that decay at di�erent speeds. Typically higher harmonics de-
cay faster than lower harmonics. This means that the global amplitude
modulation assumption is not satis�ed.
The assumptions of global amplitude and frequency modulation were in-
troduced to have a parsimonious signal representation. Indeed, the higher
the number of parameters per second describing the signal, the noisier the
parameter estimates, and consequently the reconstructed signal estimate.
Introducing an amplitude modulating signal per harmonic would allow sig-
ni�cant degrees of freedom in describing the signal, but would lead to a high
parameter rate (the average number of parameters that appear in the de-
scription of one second of the signal). An intermediate parameter rate can
be obtained by �ltering the periodic signal with a short FIR �lter that can
introduce frequency-selective attenuation, and this in a time-varying fashion
to re�ect the time-varying amplitude.



2.5 Audio Modeling with Global Frequency-Selective Modulation and Global Time-Warping41

In summary, we model the audio signal as a superposition of harmonic compo-
nents with global frequency-selective amplitude modulation and global time-
warping, i.e.,

y(n) = an(q) θ

(
n +

ϕ(n)

f0

)
+ v(n) (2.32)

where an(q) = an,LqL + · · ·+ an,0 + · · ·+ an,Lq−L is a symmetric linear-phase
FIR �lter, 2 ∗L + 1 is the amplitude modulating �lter length, and q−1 is the
time delay operator.
Using matrix notations, the audio signal gets expressed as in (2.19), where
the diagonal matrix A (characterizing the global amplitude modulation) is
replaced by an L + 1 symmetric band matrix (�gure 2.8).

Figure 2.8: QPSE with global frequency-selective amplitude modulation and
global timewarping.

The rows of A contain the coe�cients of the FIR modulating amplitude
(an(q)). These �lters model the evolution of the note power as well as the
relative decay of the di�erent harmonics. Typically, as high frequencies decay
faster than low frequencies, the modulating �lters become more and more
low-pass.
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2.5.1 Instantaneous frequency selective attenuation es-
timation

As in previous, the freedom degrees of the model get estimated in an iterative
(cyclic) fashion. Assuming a white Gaussian noise, the ML approach leads
to simples least-squares problems. The estimation of the harmonic signature
and the instantaneous frequency are performed as in the section 2.3.
If we assume that the normalized waveshape θ(n) and the time-warping func-
tion ϕ(n) (via F(f)) are given, the received signal y(n) is linear with respect
to the amplitude modulating �lter coe�cients, i.e.,

y(n) = an,0θ̆(n) +
L∑

i=1

an,i

(
θ̆(n− i) + θ̆(n + i)

)
+ v(n)

=
[
θ̆(n) · · · θ̆(n−L)+θ̆(n+L)

]



an,0
...

an,L


 + v(n)

= θ̆(n) a(n) + v(n)

where θ̆(n) = θ
(
n + ϕ(n)

f0

)
is the warped normalized waveshape. Thus, using

the current estimates of (F̂, θ̂), the observation vector y can be written as
y = Ga a + v

where Ga is a N×(N(L+1)) block diagonal matrix, and a = [a(1)H · · · a(N)H ]H

is a (N(L + 1))× 1 vector characterizing the amplitude modulation.
On the other hand, the coe�cients of the frequency-selective modulating �l-
ter signals are assumed to be lowpass band. Therefore,
{an,i}i=0:L can be down-sampled. The remaining samples can be estimated
using linear interpolation, i.e.,

ai =




a1,i

a2,i
...
...

aN,i




=




1 0 · · · 0
P21P22 · · · 0
P31P32 · · · 0
0 1 · · · 0

...
0 · · · · · · 1







a1,i

aTa+1,i
...

aN,i


 = Pa a↓i

where a↓i contains the ith coe�cients of the frequency selective modulating
�lter an(q), downsampled by the factor Ta. Pa represents the interpola-
tion matrix used to reconstruct ai from its downsampled version a↓i (see
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appendix 2.B for further discussion on the design of Pa). In summary, the
estimation problem can be formalized as:

y = Ga (Pa ⊗ IL+1)︸ ︷︷ ︸
G↓a

a↓ + v (2.33)

where ⊗ denotes the Kronecker product, and a↓ =[
aH(1) aH(Ta + 1) · · · aH(N)

]H represents the freedom degrees of our model.
Thus, the elements of Â are estimated using the least-squares technique (via
the estimation of a↓).

Experimental results [180] validate that the global frequency-selective modu-
lation based model �ts real audio signals better than �at amplitude modula-
tion based approach. However, simulations shows that only short FIR �lter
is required to model the diverse mode variations (no considerable gain are
noticed by taking long �lters).
On the other hand, the frequency-selective modulation induces additional
degrees of freedom. Such a model leads to a parsimonious signal representa-
tion (decreasing modeling error). However, in noisy environment, the higher
the number of parameters describing the signal, the noisier the parameter es-
timates and consequently the reconstructed signal estimate. That is why at
high SNR, the frequency-selective modulation outperforms the �at modula-
tion (the estimation error is neglected). However, at low SNR, �at amplitude
modulation produces comparable enhancement accuracy.

2.6 Implementation issues and experimental re-
sults

2.6.1 Implementation and complexity issues
We comment the implementation of the Quasi-Periodic Signal Extraction
(QPSE) algorithm based on global amplitude and phase modulation. The
complexity of the scheme is investigated at the end of this section. Despite
the model parameters being estimated using iterative (cyclic) LS approaches,
the QPSE scheme can be complemented in an e�cient way: by exploiting
the sparsity and the structure of the interpolation matrices F, Pa, and Pc,
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one can considerably reduce the required memory and the computation com-
plexity.
In fact as linear interpolation is used to upsample the frequency, amplitude,
and phase modeling signals, each row of the matrices F, Pa, and Pc contains
at most two non-zero elements. In addition, for two non-adjacent columns,
the sets of non-zero elements do not overlap. So that for a N ×M interpola-
tion matrix P (P = F, Pa, or Pc), the matrix PHP is a tri-diagonal matrix.
In addition, taking into account the matrix structure, the computation com-
plexity of such operation is 4N (instead of MN2). Moreover, for a given
N × 1 vector y, PHy can be computed using 2N multiplications (instead of
MN).
Next, one can show that for a given K-band matrix G, Ğ = PH G P is a
(K + 2)-band matrix. Thus, to solve the linear system Ğx = b, one should
consider the LDU decomposition rather than the inversion of the matrix Ğ.
In such a case, the upper diagonal matrix L in the LDU decomposition is
also a band matrix (�gure 2.9).

Figure 2.9: LDU decomposition of band matrix.

One the LDU decomposition is performed, the linear system comes back to a
simple forward, instantaneous, and backward triangular systems. Thus, the
computation complexity of the linear system inversion is O (K2M) (instead
of O (M3)).

2.6.2 Application to music signal enhancement
In this section, we will consider the application of the QPSE algorithm to
music signal enhancement. First, the use of the phase and amplitude global
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modulation model is motivated by analyzing the stringed instruments sound
production and validated through audio example. Then, the enhancement
accuracy of the proposed algorithm is investigated and compared to the clas-
sic MP-based approaches.

The physics of how the sound is produced by the bowed stringed instru-
ments is highly complicated and still not entirely understood. Hence, in the
following, we try to provide a basic explanation of how these instruments
work. Basically, stringed instruments produce sounds by bowing or plucking
the strings. The vibrations of the strings have the form of standing waves
which produce the combination of a fundamental frequency and a mixture
of partials (almost multiple integers of the fundamental frequency):

• The fundamental frequency f0 produced by a given string depends on
the mass per unit length µ of the string, the length L and tension T of
that string. This relationship is given by the formula:

f0 =
1

2L

√
T

µ
, (2.34)

• The harmonics make the sound timbre fuller and richer than the funda-
mental alone. The energy and the frequencies of the harmonics depend
upon the tension, mass and length of the string. They depend also
upon the method of excitation of the string (bowing, plucking...).

In addition to the string properties and the method of excitation of strings,
the sound timbre is signi�cantly a�ected by resonances in the body of the
instrument itself (�gure 2.10). For instance, in the case of the violin, the
resonances have been thoroughly studied and to them are attributed the
excellent qualities of the legendary Stradivarius and others.
In sum, the three basic features of a musical sound are [95]:

• Pitch: related to the perception of the fundamental frequency of the
sound.

• Intensity: related to the amplitude, and thus to the energy, of the
vibration.

• Timbre: related to resonance in the body of the instrument, and the
method of excitation of the string.
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Figure 2.10: Stringed instrument response spectrum.

Thus, periodic signal modelling with global amplitude and phase modulation
seems to be convenient for musical signals. In fact, the tree basic features of
the musical sound are modeled by three distinct quantities: the instantaneous
phase (frequency) models the pitch variations,the instantaneous amplitude
models the intensity variation, whereas the basic periodic signal θ models
the timber characteristics.

Next, we use real musical record to validate the use of the previous model
for music signal representation. Figures 2.11, and 2.12 plot respectively the
spectrogram, and the evolution of the harmonics energy in time domain for
a guitar and a piano signals.
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Figure 2.11: The spectrogram, and the time evolution of the harmonics en-
ergy for a guitar signal.
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Figure 2.12: The spectrogram, and the time evolution of the harmonics en-
ergy for a piano signal.
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The spectrogram shows that the signals are quite harmonic, and that the
di�erent harmonics evolve proportionally with time. Thus, the model as-
sumptions seem to be hold for string instrument audio signal. Similar results
are obtained by analyzing wind instrument audio signal (see �gures 2.13,
and 2.14)
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Figure 2.13: The spectrogram, and the time evolution of the harmonics en-
ergy for a �ute signal.

As a result, the QPSE algorithm can be applied to music signal enhance-
ment. The noise reduction is performed by extracting the audio components
from the received signal. If the noise variance (σ2

v) is available, this prior
information can be used to enhance the estimation of the instantaneous am-
plitude

(
â(n) =

√
1

θ2
〈y2(n)− σ2

v〉n
)
.

On the other hand, MP-based approaches are also proposed to solve the
noise reduction problem [22]. Once the received signal is decomposed into
atoms, noise reduction is performed by classifying the atoms into "noise" vs.
"signal"; then resynthesizing the enhanced audio signal.

To compare the enhancement accuracy of the two approaches, we have
experimented with a real music signal. The proposed signal represents a
single note (pitch = 84 Hz) played by an acoustic guitar. The record has a
duration of 1s and is sampled at 22.050 Khz (see �gure 2.15). A synthetic
Gaussian white noise is added to the audio signal. Furthermore, we consider
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Figure 2.14: The spectrogram, and the time evolution of the harmonics en-
ergy for a saxophone signal.

the global signal-to-noise ratio (SNRout) (possibly limited to the steady-state
portion) as an objective evaluation criterion

SNRout = 10 log

∑N
n=1 s2(n)∑N

n=1 (s(n)− ŝ(n))2

which is consistent with previous enhancement studies [74, 155]. Fig. 2.16
plots curves of the averaged output SNR (evaluated by Monte-Carlo tech-
niques) of the Matching Pursuit and Quasi-Periodic Signal Extraction tech-
niques.
We observe that the QPSE and MP approaches have comparable enhance-
ment performance. However, the QPSE approach outperforms the MP in the
steady-state region (where the quasi-periodic model allows a better �t of the
audio signal). The MP is better in the transition region, where the structure
of QPSE is too constrained. We also remark that knowing the noise variance
does not signi�cantly increase the enhancement performance for the QPSE
approach.
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2.6.3 Application to speech signal enhancement
Speech enhancement can be described as the processing of speech signals to
improve one or more perceptual aspects of speech, such as overall quality,
intelligibility for human or machine recognizers, or degree of listener fatigue.
The need for enhancing speech signals arises in many situations in which the
speech either originates from some noisy location or is a�ected by noise over
the channel or at the receiving end. In the presence of background noise,
the human auditory system is capable of employing e�ective mechanisms to
reduce the e�ect of noise on speech perception. Although such mechanisms
are not well understood at the present state of knowledge to allow the design
of speech enhancement systems based on auditory principles, several practi-
cal methods for speech enhancement have already been developed. Several
reviews can be found in the literature [106, 129, 46].

On the other hand, the nature of the human speech dictates that not
every short segment can be treated in the same fashion. In fact, speech seg-
ments can be classi�ed in terms of the sounds they produce [111]. Basically,
there are two sound categories: i) Unvoiced sounds, such as the /s/ in 'soft',
are created by air passing through the vocal tract without the vocal cords vi-
brating. They exhibit low signal energy, no pitch, and a frequency spectrum
biased towards the higher frequencies of the audio band, ii) Voiced sounds,
such as /AH/ in 'and', are created by air passing through the glottis causing
it to vibrate. And contrarily to unvoiced speech, voiced speech has greater
signal energy, a pitch, and a spectrum biased towards the lower frequencies.
In order to take advantage of the voicing in the glottal source signal, we
propose modelling voiced sounds as a periodic signal with a global amplitude
and phase modulation; and to take into account this structure to denoise the
voiced segment.

Note that the global modulated signal model can be interpreted in terms
of long-term prediction. Long-term prediction is typically used for voiced-
speech coding. The most basic long-term predictor is the one tap �lter given
by

sp (n) = a s (n− T ) (2.35)

where s(n) is the input signal, sp(n) is the predicted signal, T is an integer
value characterizing the speaker pitch, and a is a positive gain. In [112],
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the authors propose a long-term prediction scheme enabling fractional delay.
They show that this technique enables a more accurate representation of the
voiced speech and achieves an improvement of synthetic quality for female
speakers. Our model generalizes the previous approach by allowing tracking
(slow) variations of gain and fractional delay (global amplitude and frequency
modulation variations). Such an approach enables, not only a good tracking
of the signal of interest, but also the rejection of signals having a di�erent
structure (white noise, PC noise, car noise, and human voice...), especially
if the spectrum of this colored noise is concentrated in di�erent frequency
regions than the voiced speech.
Remark also that the described extraction technique models, and takes ad-
vantage of the correlation between the di�erent partials. And contrary to
classical sinusoidal modeling based techniques, it does not make any assump-
tion on the value of P (in (2.11)). Implicitly, P is the maximum integer such
that f0P < 1

2
(the sampling frequency satisfy the Nyquist-Shannon sampling

theorem).

Speech enhancement technique
The proposed enhancement algorithm (�gure 2.17) is based on a di�erent
treatment of the voiced and unvoiced speech components. The processing
steps are discussed in the following sections.

i) Enhancement Stage
i-a) Voiced speech extraction: As the voiced speech signal is

assumed to be quasi-periodic (following (2.29)), it can be written as

s ≈ A Fθ

The previous model is linear in θ, A, or F (separately), F being parame-
terized nonlinearly. As the noise is assumed to be a white Gaussian signal,
the Maximum Likelihood (ML) approach leads to the following least-squares
problem:

min
A,F,θ

‖y −AFθ‖2 (2.36)

where A and F are parameterized in terms of subsamples. Trying to estimate
all factors jointly is a di�cult nonlinear problem. However, the estimation
can easily be performed iteratively (as in [178, 181]).
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Figure 2.17: Speech Enhancement Technique.
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i-b) Unvoiced speech extraction: In our preliminary exper-
iments, the well-known spectral subtraction is employed to the unvoiced
speech segments, for simplicity [128, 155]. In this conventional method, a
frequency-domain Wiener �lter is constructed from the speech and noise
spectral estimates at each time frame, which is then used to obtain a clean
speech estimate. The noisy signal power spectral density (Syy) is estimated
(by a Periodogram technique) using the observed signal of the current frame;
whereas the estimate of the noise spectrum (Svv) is updated during periods of
non-speech activity. The tracking of the noise spectrum can be performed,
also, on voiced frames (using the noise estimate v̂(n) = y(n) − ŝ(n)). Fi-
nally, enhanced speech is reconstructed by Wiener �ltering in the frequency
domain:

Ŝ(w) = H(w)Y (w) (2.37)

where H(w) =

(
|bSyy−bSvv|bSyy

) 1
2

denotes the estimated square root of the
Wiener �lter.

ii) Segmentation stage
The segmentation of the speech signal, i.e. classi�cation of speech into
voiced/unvoiced frames, is a crucial issue to ensure the performance of the
Enhancement stage. In fact, the estimation accuracy of the quasi-periodic
signal, as well as the spectrum of the noisy speech, depends on the speech
frame length. On the other hand, the time resolution of these parameters is
only as �ne as the window length, itself. Since a speech signal is strongly
non-stationary, it is not always possible to �nd a constant frame length giv-
ing a good tradeo� between estimation and localization accuracy.

There is a vast literature on speech segmentation with applications to
speech analysis, synthesis, and coding [171, 173]. In some speech applica-
tions, the digital signal processing techniques are augmented by linguistic
constraints or may be "supervised" by a human operator. However, man-
ual phonetic segmentation is very costly and requires much time and e�ort.
Automatic segmentation methods utilize from energy and zero crossings for
silence and/or endpoint detection, to much more sophisticated spectral anal-
ysis methods for detecting changes in the speech spectrum. Each of these
methods monitors one or more indicators, such as energy, number of zero
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crossings, pitch period, prediction error energy, or a spectral distortion mea-
sure, to detect signi�cant changes.

Note that here the segmentation stage is not designed for recognition or
classi�cation applications. Its purpose is just to identify frames having simi-
lar spectrum characteristics (essentially spectrum envelope, and periodicity);
so that they can be treated together. This motivates the choice of a distance
criterion based on the energies of the extracted signal and the noise,

D = max
T

σ2bsT
+ σ2

v

σ2
y

(2.38)

where:
- ŝT is the quasi-periodic signal with a period T extracted as described is

sections 2.3 or 2.4.
- σ2bsT

, σ2
v , and σ2

y represent, respectively, the power of the extracted quasi-
periodic signal, the noise and the received signal.

As we have seen in section (i-a), for a given period T , the proposed ex-
traction algorithm approximates the projection of the noisy signal onto the
subspace spanned by the set of T -periodic signals with low-pass amplitude
and phase modulations. Thus, if the received signal corresponds to a unique
voiced phoneme, ∃T / σ2bsT

+ σ2
v ≈ σ2

y, then D ≈ 1. However, if the re-
ceived signal corresponds to an unvoiced phoneme (∀T σ2bsT

≈ 0), or if it
contains more than one phoneme (∃T1 6= T2 / σ2bsT1

6= 0, σ2bsT2
6= 0), we have

1 > D → σ2
v

σ2
y
.

Consequently, the distance D seems to be suitable for our application.

The proposed segmentation procedure is described in �gure 2.17. The
main idea is to split speech signal into 10 ms frames; then make use of the
distance D to group together frames belonging to the same voiced phonemes.

Experimental results
We now introduce some tests to evaluate the performance of the proposed
speech enhancement scheme. The sampling rate is 8 kHz. A synthetic Gaus-
sian white noise is added to speech signal. We �rst see the performance of the
proposed scheme on a speech signal with relatively high SNR (SNR = 20 dB)
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in �gure 2.18. In the �gure 2.18.(b), we superpose curves of the extracted
voiced signal, and the envelope of the original (noise free) signal. Obviously,
the quasi-periodic model holds (with a good accuracy) for the voiced speech
segments.
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Figure 2.18: Noisy speech, extracted voiced speech, and noisefree signal en-
velope (SNR=20dB).

We then test the proposed scheme in a very noisy environment (SNR = 0
dB) (�gure 2.19). In this second set of simulations, we treat only voiced
frames (as spectral subtraction gives poor results); unvoiced frames are set
to zero. Remark that in a noisy environment, the speakers have a tendency
to stretch voiced phonemes (Lombard e�ect ). We observe that the quasi-
periodic characteristic is robust to the additional noise, and allows speech
enhancement in a very noisy environment.
Furthermore, we consider a global measure of signal-to-noise ratio (SNRout)
as an objective evaluation criterion through this work

SNRout = 10 log

∑N
n=1 s2(n)∑N

n=1 (s(n)− ŝ(n))2

which is consistent with previous enhancement studies [74, 155]. Figure 2.20
plots curves of the averaged output SNR (evaluated by Monte-Carlo tech-
niques) for our proposed scheme and the classical spectral subtraction tech-
nique [128, 155].
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Figure 2.19: Noisy speech, extracted voiced speech, and noisefree signal en-
velope (SNR=0dB).

The output SNR has straightforward interpretation; and it can provide
indications of the perceived audio quality in some cases [199]. Unfortunately,
the output SNR shows a limited correlation with perceived speech quality.
Therefore, some speech quality assessment algorithms try to include explicit
models of the human auditory perception system. The ITU P.862 PESQ
(Perceptual Evaluation of Speech Quality [151, 84]) is one of the most re-
cently introduced methods, that is found implemented in many commercially
available testing devices and monitoring systems [36].
Figure 2.21 plots curves of the averaged PESQ criterion (evaluated by Monte-
Carlo techniques) for our proposed scheme and the classical spectral subtrac-
tion technique.

As can be observed in the previous graphs, the proposed scheme outper-
forms the spectral subtraction in low to high SNR regions. However, at very
high SNR, the achievable output SNR of the proposed method is saturated
due to approximation error in the periodicity model.
Remark that in our simulations, the noise spectrum is assumed to be known.
It could be estimated during silence periods. It can be noted that the knowl-
edge of the noise spectrum is required for spectral subtraction but not for
the modulated periodic signal extraction. Nevertheless, the performance of
this last technique is a�ected by the color of the noise. In this respect, a
white noise will tend to lead to worse results than a colored noise (PC noise,
car noise, human voice), especially if the spectrum of this colored noise is
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Figure 2.20: Comparison of our proposed scheme and the spectral subtraction
technique for white noise corrupted speech signal.

concentrated in di�erent frequency regions than the voiced speech.

2.7 Conclusion
In this chapter, we have investigated signal enhancement techniques exploit-
ing the harmonic structure of the audio signal. We have modeled an audio
signal as a periodic signal with (slow) global variation of amplitude (char-
acterizing the evolution of the signal power) and phase (emphasizing the
harmonic structure). The global phase variation is decomposed into a piece-
linear part (interpreted in terms of global time-warping), and an excess part
(assumed to have small magnitude). The bandlimited variation of global am-
plitude and phase gets expressed through a subsampled representation and
parametrization of the corresponding signals.
Assuming additive white Gaussian noise and small time warping variation, a
Maximum Likelihood approach is proposed for the estimation of the model
parameters and the optimization is performed in an iterative (cyclic) fashion
that leads to a sequence of simple least-squares problems.
Simulations show that the extraction technique is suitable for the analysis
of isolated musical notes, and produces good auditive synthetic results. We
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Figure 2.21: Comparison of our proposed scheme and the spectral subtraction
technique for white noise corrupted speech signal.

have also considered application to the speech enhancement. The harmonic
structure was exploited to identify and enhance voiced frames. Simulations
show that the enhancement technique achieves quite good performance (es-
pecially in very noisy environments).
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2.A Derivative �lter determination

2.A.1 Problem statement

We consider to approximation of the analogical derivation of a sampled signal
{y(n)}n at the frequency fs .
It is common to use di�erence operator as an approximation of derivation.
In fact, derivation is by de�nition

ý(t) = limh→0
y(t + h)− y(t)

h

If h = 1
fs

is su�ciently small (i.e. y vary su�ciently slowly between n−1
fs

and
n
fs
), then ýn ≈ fs(yn − yn−1).

This result can be interpreted in a di�erent way. In fact, in Laplace domain,
the derivation operator is p (which correspond to j2πf in frequency domain).
The di�erence operator can be seen as an FIR �lter with transfer function
H(z) = fs(1− z−1). In frequency domain

H(f) = fs

(
1− e−j2π f

fs

)

If y vary su�ciently slowly with time (i.e., if y(f) is su�ciently low fre-
quency), then

H(f) ≈ fs

(
1− (1− j2π

f

fs

)

)
≈ j2πf

Thus, with low frequency signals, H(f) well approximates derivative opera-
tor. If the signal contains high frequencies, the previous approximation is not
valid; and H(z) = fs(1− z−1) can not be considered as an approximation of
the derivation operator. Motivated by the previous observations, we propose
to perform an approximation of the derivation operator taking into account
signal spectral information.
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2.A.2 Derivative �lter determination
We propose to estimate the derivation operator as an FIR �lter that approx-
imates as well as possible j2πf . The problem can be formalized as follow:

H(z) =

p∑
n=−p

hnz−n

min
hn

∫ 1
2

− 1
2

Syy(f)
∣∣j2πfsf −H

(
ej2πf

)∣∣2 df

Where Syy(f) denotes the spectral density function of the signal {y(n)}n.
let us denote by f = [ej2πfp · · · 1 · · · e−j2πfp]T , and by h = [h−p · · ·h0 · · ·hp]

T .
The cost function can be written as

C(h) =

∫ 1
2

− 1
2

Syy(f)
∣∣j2πfsf − fTh

∣∣2 df

= cst− 2pTh + hTRh

where :

• cst = 4πf 2
s

∫ 1
2

− 1
2

f 2Syy(f)df

• pk = 2πfs

∫ 1
2

− 1
2

fSyy(f)sin(2πf(p− k + 1)) df

• Rkl =
∫ 1

2

− 1
2

Syy(f)e2πf(k−l) df = ryy(k − l), which represents the covari-
ance of the stationary signal y(n) at the time-lag k − l

The optimum �lter coe�cients is given by:

ĥ = R−1p (2.39)

To know whether this extremum is a local minimum, we apply the derivation
a second time to obtain

∂2C

∂2h
= 2R ≥ 0 (2.40)
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Hence the extremum at Hopt = R−1p is a local minimum, and it is further-
more the global minimum since it is the unique local extremum.
The minimum cost is given by

Cmin = cst− hTp

= cst− pTR−1p
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2.B Linear Interpolation for Signal Reconstruc-
tion

Mathematical interpolation focuses on the estimation of an unknown value
of a function f, de�ned on a regular grid N. If we restrict our consideration
to a linear case, the desired solution will take the following general form:

f(x) =
∑
n∈N

w(x, n)f(n) (2.41)

where f(x) is the unknown value , and w(x, n) is a given linear weight func-
tion.
The linear weighting function must verify two properties:

• The interpolation of a constant function f(n) remains constant ( i.e.,∑
n∈N w(x, n) = 1)

• The interpolation at a given point n does not change the value f(n) (
i.e., w(n, n) = 1)

In addition, one can verify that mathematical interpolation is equivalent to
�ltering an impulse train carrying the signal sample with a continuous-time
�lter:

f(x) =
∑
n∈IN

w(x− n)f(n) (2.42)

where w(.) characterizes the �lter impulse response.
In fact, the nearest-neighbor interpolation can be achieved by �ltering the
signal using a rectangular window

w(t) =

{
1 for |t| < 1

2

0 otherwise (2.43)

The linear interpolation can, also, be performed by �ltering the sampled
signal with a continuous-time �lter having a triangular impulse response

w(t) =

{
1− |t| for |t| < 1
0 otherwise (2.44)
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We also can use smoother windows to perform interpolation, such as Hanning
window (we can easily verify that the resulting interpolating weight function
satisfy the two previous properties).

w(t) =

{
1
2

+ 1
2
cos(πk) for |t| < 1

0 otherwise (2.45)

The use of a smooth window (with energy concentrated essentially on the
principle lobe), the interpolation error is less ampli�ed.



65

Chapter 3

Underdetermined Audio Source
Separation

In this chapter, we exploit the temporal and harmonic structure of audio
signals to perform underdetermined source separation. We model an audio
signal as a periodic signal with slow global variation of amplitude (re�ect-
ing the temporal evolution of the signal power) and frequency (limited time
warping). Also voiced speech admits such a representation. The periodic
signals are assumed to have distinct periodicity (sparse time-frequency mix-
ture), and/or to arrive at a set of sensors with di�erent amplitudes and delays
(spatially distributed sources). Assuming additive white Gaussian noise, a
maximum likelihood approach is proposed for the estimation of the model
parameters and the optimization is performed in an iterative (cyclic) fashion
that leads to a sequence of simple least-squares problems. Simulation results
reveal that the proposed approach allows extracting such signals accurately
from an underdetermined mixture of several musical notes, using iterated
successive interference cancelation.



66 Chapter 3 Underdetermined Audio Source Separation

3.1 Introduction
A myriad of applications requires the extraction of a set of signals which
are not directly accessible [121]. Instead, this extraction must be carried out
from another set of measurements (called observations) which were generated
as mixtures of the original signals. Typically, the observations are obtained
at the output of a set of sensors. Since usually neither the original signals
(called sources), nor the mixing transformation are known, this is certainly
a challenging problem of multichannel blind estimation.

One of the most typical examples is the so-called �cocktail party� problem.
In this situation, any person attending the party can hear the speech of the
speaker they want to listen to, together with surrounding sounds coming from
other �competing� speakers, music, background noise, etc. Everybody has ex-
perienced how the human brain is able to separate all these incoming sound
signals and to switch to the desired one. Similar results can be achieved by
adequately processing the output signal of an array of microphones, as long
as the signals to be extracted ful�ll certain conditions[175, 29, 210]. Wire-
less communication is another usual application. Blind separation of sources
proves also useful in biomedical application. The separation of the mater-
nal and the fetal electrocardiograms is one of them[15]. Other applications
comprise many diverse areas such as radar and sonar, speech proceeding,
semiconductor manufacturing, etc. With so many practical applications, it
is no wonder that the problem of the Blind Source Separation (BSS) has
aroused such enormous research interest among the signal processing com-
munity since the mid-eighties.

The majority of blind separation algorithms are based on the theory of In-
dependent Component Analysis (ICA). The idea is to estimate the inverse
mixing matrix using statistical independence of source signals. However, one
area of research in Blind Source Separation, the Underdetermined BSS, is
relatively untouched. It refers to the case when there are less mixtures than
sources (�gure 3.1). The underdetermined BSS poses a challenge because
the mixing matrix is not invertible and the traditional ICA methods does
not work. And, contrary to most blind separation algorithms, the source
extraction itself requires additional assumptions on the source statistics or
structure.
Several approaches are proposed for underdetermined BSS algorithms, which
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Figure 3.1: Underdetermined audio separation: problem statement.

are based on some sparse representation of the data[14, 122]. The key obser-
vation is that a good data representation often makes it possible to decompose
a single underdetermined BSS problem into several (over)determined prob-
lems. In the one microphone setting, the underlying hypothesis is that at
most one source is "active" in each component of the representation. How-
ever, majority of the proposed solutions performs separation, independently,
on each time-frequency frame; and do not take advantage of signal correla-
tion in di�erent frames.
In this chapter, we assume that the received signals are a mixture of harmonic
sources (as in (2.15)). We assume that at each time instant, the harmonic
signals present in the mixture have distinct periods (which leads to a sparse
mixture in time-frequency domain). The global amplitude and phase mod-
ulation assumption allows taking into consideration the correlation between
di�erent partials and time-domain frames. For a multi-mixture propagation,
we take into account some propagation parameters such as the time of arrival
and the signal attenuation. The proposed procedure combines the structural
signal and propagation information using a Successive Interference Cancela-
tion (SIC) scheme.

This chapter is organized as follows. In the section 3.2, a overview of blind
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source separation problem is presented. The multi-channel multi-monopath
separation scheme is presented in section 3.3, as well as its SIC implementa-
tion. Finally, application to underdetermined musical source separation and
comparison with classic separation method is investigated in section 3.4.

3.2 Audio source separation: a brief overview
The main goal of the present chapter is to supply an insight into the blind
source separation problem and its basic foundations as well as to present a
number of methods for BSS. In the �rst place, the BSS problem is presented
with a general mathematical formulation. We will focus then respectively on
the real instantaneous and convolutive linear mixture. The underdetermined
case is treated in the last section.

3.2.1 Problem statement
Suppose there are Ns audio sources in a room s(n) = [s1(n), s2(n) · · · sNs(n)]T ,
and M microphones capturing the auditory scene, by recording the observa-
tion signals y(n) = [y1(n), y2(n) · · · yM(n)]T . In the general case, the mea-
surements can be regarded as mixtures of transformed versions of the sources,
contaminated by some additive noise v(n) = [v1(n), v2(n) · · · vM(n)]T :

yi(n) =
Ns∑
j=1

Aij {sj(n)}+ vi(n), i = 1, 2, . . . , M (3.1)

where Aij {.} denotes the transformation carried out on the jth source con-
tributing to the ith sensor signal.

One can model the recording environment and illustrate the relation between
the observed signals and the original signals [115] . A �rst approximation can
be that each microphone captures a portion of each source. Even though this
seems to be a rather simpli�ed model, if we refer to studio recording, where
audio signals are mixed by a mixing desk, the mixed signals can be modeled
as summed portions of the original source, i.e. instantaneous mixtures of
sources. Therefore,

y(n) = A(n) + v(n) (3.2)



3.2 Audio source separation: a brief overview 69

where A is an M ×Ns matrix, but not necessary to be full rank .

Unfortunately, the instantaneous mixtures are rather incomplete in the case
of sources recorded in acoustic room environment. In fact, due to di�erent
propagation paths between the sources and sensors, relative delays between
the source signals occur. The e�ects must be modeled with the matrix of
�lters instead of the matrix of scalars. Assume the case of one sound source
and a microphone in a room. Previous showed that the signal captured by
the microphone is well represented by a convolution of the source signal with
a FIR �lter, modeling the room acoustics between the source and the sensor.
In the case of many sensors, the signal at each sensor can be modeled by the
following equation:

yi(n) =
M∑

j=1

T∑
τ=1

Aij(τ)sj(n− τ) + vi(n), i = 1, 2, . . . , M (3.3)

where T denotes the maximum delay in terms of discrete points. Observa-
tions represent, thus, the superposition of N sources (distorted with N �lters
of maximum length T). These mixtures are referred to as convolutive mix-
tures.

3.2.2 Instantaneous mixtures
Problem formulation
The problem of blind source separation was traditionally approached by ob-
serving instantaneous mixtures of sources. As we have seen, the observation
vector y(n) can be expressed as:

y(n) = As(n) + v(n)

= x(n) + v(n)

where A is an unknown matrix called the mixing matrix.
The objective is to recover the original signals {si(n)}i=1:Ns

given only the
vectors y(n) (we denote u = By the recovered signal). In this section, we
assume that A is a full column rank and M ≥ N (there are fewer sources
than sensors).
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Blind source separation consists in identifying A and/or retrieving the source
signals without resorting to any prior information about the mixing matrix
A; it exploits only the information carried by the received signals themselves,
hence, the term blind. Of course, the lack of information on the structure of
A must be compensated by some additional assumptions on source signals.
The blind-identi�cation of source separation techniques rely on the mutual
independence of the source signals received at a given time. We note that
the assumption of independence between sources is a statistically strong hy-
pothesis but very plausible in practice for physically separated emitters. We
assume also that:

• There is at the most one Gaussian source.

• The columns of A are linearly independent but otherwise arbitrary.

• The additive noise is spatially white Rv = σ2
vIM , with unknown vari-

ance σ2
v .

• The additive noise is independent of the sources.

Blind identi�ability
In the blind context, a full identi�cation of the mixing matrix is impossible
because the exchange of a �xed scalar factor between a given source signal
and the corresponding column does not a�ect the observations, as is shown
by the following relation:

y(n) = A.s(n) + v(n) =
M∑

j=1

aj

αj

αjsj(n) + v(n)

where {αj}j are arbitrary complex factors, and aj denotes the jth column of
A.
Also, one can note that the numbering of the sources is a pure notational
convention but otherwise immaterial. These simple remarks show that with-
out additional a priori information, the matrix A (and the sources) can be
at best identi�ed up to permutation and scaling factors [29, 30]. Thus, we
can assume, without any loss of generality, that the source signals have unit
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variance. This normalization convention does not a�ect the performance re-
sults of BSS algorithms.
Since the sources are assumed to be uncorrelated, we have:

Rs(0) = E
{
s(n)s(n)T

}
= INs

A square matrix C is said to be nonmixing if it has one and only one nonzero
entry in each row and each column[30]. If C is nonmixing then ŝ(n) =
Cs(n) is a copy of s(n), i.e., its entries are identical to those of s(n) up to
permutations and changes of scales. Source separation is achieved if such a
copy is obtained.
When the distribution of s(n) is unknown, we cannot expect to do better
than signal copy. But the situation is a bit di�erent if some prior information
about the distribution of sources is available. For example, if the sources have
distinct distributions, a possible permutation can be detected; or if the scale
of a given source is known, the amplitude of the corresponding column of A
can be estimated, etc.

Second-order identi�cation
We consider exploiting second-order information to separate signals. The
statistical independence leads to imposing decorrelation constraints. This
is done by whitening the signal part x(n) of the observation; and can be
achieved by applying to x(n) a whitening matrix W, i.e., an M ×Ns matrix
such that Wx(n) is spatially white. The whiteness condition is :

E
{
Wx(n)x(n)TWT

}
= WRx(0)WT = WAATWT = INs (3.4)

where Rx(0) = E
{
x(n)x(n)T

}
is the covariance matrix of x(n) at the time-

lag τ = 0. Equation (3.4) shows that if W is a whitening matrix, then WA is
a Ns×Ns unitary matrix. It follows that for any whitening matrix W, there
exists a Ns × Ns unitary matrix such that WA = U . As a consequence,
matrix A can be factored as:

A = W]U

where (.)] denotes the Moore-Penrose pseudoinverse[21].
We notice that the whitening procedure reduces the determination of the
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mixture matrix A to that of a Ns × Ns unitary matrix U. The whitened
process z(n) = Ws(n) still obeys a linear model:

z(n) = Wy(n) = Us(n) + Wv(n)

We can write then:

W
(
Ry(0)− σ2

vIM

)
WT = INs

Therefore, the whitening matrix can be determined from the array output co-
variance, provided the noise covariance matrix is known or can be estimated.
A whitening matrix may also be determined from a linear combination of a
set of covariance matrices taken at nonzero time lags, as suggested in[174].
In any case, �nding a whitening matrix still leaves undetermined a unitary
factor in A. On the other hand, we notice that all the information contained
in the covariance is "exhausted" after the whitening. In fact, changing the
matrix U to any unitary matrix leaves the covariance of z unchanged. This
"missing factor" can be determined using other procedures.

Unitary factor determination
As we have seen, the separation process may be decomposed in two steps
(see �g. 3.2):

• the �rst step of the separation is the search for a whitening matrix W
that transforms the original set of M signal into a reduced base of Ns

orthogonal and normalized signals (named the whitened data set).

• The second step is the identi�cation of the rotation U.

The unknown rotation can be found either by exploiting the time dependence
structure of signals or by minimizing some cost function. In the following
section, we give a brief overview of those approaches.

i) Blind source separation using second-order statistics
This approach is based on matrix correlation functions, de�ned, for any x(t),
by

Ry(τ) = E[y(n)yT (n− τ)]
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Figure 3.2: Bloc diagram for BSS for N=2 sources and observations.

The rotation can be found from any covariance matrix of the whitened ob-
servations at non-zero lag. In fact, as the additive noise is white, we have:

Rz (τ) = URs (τ)UT ∀τ 6= 0 (3.5)

As Rz (τ) is a covariance matrix of z(n) at time-lag τ , it is Hermitian and
can be diagonalised by a unitary matrix Vτ . Moreover, if the eigenvalues
of Rz (τ) are distinct, the matrix Vτ will be essentially unique, i.e. up to
scaling and permutation of columns[21]. So,

Vτ = PDU

Where P is a permutation matrix,and D is a non degenerated diagonal ma-
trix.

In theory, one covariance matrix at non-zero lag is su�cient to estimate
the rotation. In practice, however, it is useful to use a set of matrices as
this would enhance the statistical e�ciency of the algorithm and prevent an
unfortunate choice of lags [124]. Generally, only a small number of these ma-
trices is computed (in [124], the authors propose using 4 non-zero time-lag
covariance matrices). U is estimated as the matrix that jointly diagonalizes
the set of Rz(τ) matrices.
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The advantage of this approach is that the second part of the process re-
lies solely on the manipulation of Rz(τ 6= 0) matrices, that are not biased
by the noise as stated by (3.5). This approach has the advantage of being a
simple method as it only requires second-order information. However, from
(3.5), it should be clear that the sources must have some temporal depen-
dencies [94]. If the sources were white, Rs (and consequently Rz) would be
null matrices and no additional information would be available to estimate
the rotation.

ii) Blind source separation using contrast functions
Source separation can be obtained by optimizing a contrast function. Con-
trast functions for source separation are generically denoted Φ[u]. They are a
scalar measure of some distributional property of the output u = By. They
must be designed in such a way that source separation is achieved when
they reach their minimum value. In other words, a contrast function should
satisfy:

• Φ[Cs] ≥ Φ[s] ∀C

• Φ[Cs] = Φ[s] if Cs is a copy of s

Contrast functions are based on many measures, such as entropy, mutual
independence, high-order decorrelations, etc[177].

iii) Maximizing entropy (ME)
The idea of ME originated from the neural networks [208]. Let us transform
ui =

∑
j Bijyj by a sigmoid function gi to ŭi = gi(ui); which is regarded

as the output from an analog neuron. Let ŭ = [g1(u1), . . . , gN(uN)] be the
transformed output vector by sigmoid functions gi , i = 1, . . . , N . It is ex-
pected that the entropy of the output ŭ is maximized when the component
ŭi of ŭ are mutually independent.

iv) Minimizing mutual information (MMI)
The basic idea of MMI is to choose U that minimizes the dependence among
the component of u. The dependence is measured by the Kullback-Leibler
divergence:

ΦMMI (u) =

∫

u

p (u) log

(
p (u)∏
p (ui)

)
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where p(u) and p(ui) denote respectively the probability and the marginal
density functions of the random vector u(n). This function measures the dis-
tance between a distribution and the closest distribution with independent
entries[30]. Under the whiteness constraint, minimizing the mutual infor-
mation between the entries of u is equivalent to minimizing the sum of the
entropies of u. The contrast function becomes then:

Φ◦
MMI (u) =

∑
i

H [ui]

Thus, minimizing the mutual information requires entropy of the output
components, which are not available, but can be estimated[114].

v) High-order approximation
High-order statistics can be used to de�ne contrast functions which are simple
approximations of those delivered from ME and MMI approaches. Several
contrast functions have been proposed in the literature, in which high-order
information is expressed mainly using cumulants[30, 208, 35].

3.2.3 Convolutive mixtures
Problem formulation
In the previous section, we have seen that there are many ICA methods that
can perform separation of linearly instantaneous mixtures. However, if we try
to apply these techniques on observation signals acquired from a microphone
in a real environment, they will fail to separate audio sources. This is mainly
because the previous model does not account for the room acoustics. In
fact, the acoustic environment imposes a di�erent impulse response between
each source and microphone pair. Moreover, microphones may have di�erent
characteristics, or at least their frequency responses may di�er for sources in
di�erent directions. This scenario can be described as a �nite response (FIR)
convolutive mixture:

y (n) =
T∑

τ=1

A (τ) s (n− τ) +

T1∑
τ1=1

A1 (τ1) v (n− τ1)

︸ ︷︷ ︸
v(n)

(3.6)

where T and T1 denote characterizing respectively to the source and noise
propagation, and A(τ) characterizes the impulse response between the source



76 Chapter 3 Underdetermined Audio Source Separation

and the microphone positions.

This situation is considerably more complicated than in the previous sec-
tion as we have now a matrix of �lter rather than a matrix of scalars mixing.
And even once the channel has been identi�ed, inverting it is a more di�cult
task as the inverse can be an instable in�nite impulse response (IIR) �lter.
Alternatively, one may formulate an FIR inverse W(τ) :

u (n) =

Q∑
τ=1

W (τ)y (n− τ)

where Q denote the length of the FIR inverse �lter W. W(τ) should be es-
timated so as the output of the separation bloc u ((n) = [u1 (n)) · · · uN (n))]
are statistically independent.

Now, there are two avenues to take. In the �rst one, every thing includ-
ing the actual separation could be done in frequency domain. The second
avenue is that actual separation is not done in the frequency domain but
only one or some aspects of the separation algorithm.

Frequency domain methods
If we look at equation (3.6), one can rewrite it as follows using convolution:

y (n) = A ∗ s (n) + v (n) (3.7)

By applying z-transform on equation (3.7), we will have:

Y (z) = A(z) S(z) + V (z)

Where A (z) =
∑

τ A (τ) z−τ represents the matrix of z-transforms of the
FIR �lter A (τ) ; Y (z), S(z) and V (z) denote respectively the z-transforms
of y (n) , s (n) and v (n).

For practical purposes, we have to restrict ourselves to a limited number
of sampling points of z. Naturally, we will take N equidistant samples on
the unit circle in such a way that we can use the discrete Fourier transform
(DFT). For periodic signal, the DFT allows us to express circular convolu-
tions as products. However, in (3.7) we assume linear convolution[136]. A
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linear convolution can be approximated by a circular convolution if T << N
(N denotes the frame size). Then we can write approximately

Y (f) ≈ A (f) · S (f) + V (f) for T << Nf (3.8)

Thus, we can easily see that by using a Fourier transform, we have trans-
formed a convolutional problem into N linear problems. In other words, the
whole separation problem is broken into N instantaneous source separation
problems. Hence, we can use the established theory behind instantaneous
mixtures separation and solve this problem.

Another advantage of the frequency domain methods arises from the statistic
properties of audio signals. In fact, if we examine the statistical properties
of an audio signal over shorter quasi-stationary periods, the signal is bet-
ter modeled as super-Gaussian in the frequency domain than in the time
domain [40, 115]. And since performance of ICA methods depends on the
non-gaussianity of sources, moving to the frequency domain provides a better
achievable performance.

However, this case is not as simple as the separation of instantaneous mix-
tures. This is due to the following reasons:

• This problem involves complex valued signals, which is quite di�erent
compared to the real number case. For example, the common sigmoid
functions do not have the same properties, as in the real case, where
are applied to complex variables. Therefore, an important point is to
choose a proper sigmoid function that ful�lls all complex activation
function requirement and performs complex domain separation.

• The ICA algorithms shown in the previous section and used to sepa-
rate the frequency bins are invariant to scaling and permutation. The
scaling invariance means that the scaling of every frequency bin can
be di�erent, which will result in spectral deformation of the original
sounds.

• The permutation invariance is a more di�cult problem. In fact, the al-
gorithm may produce di�erent permutations of separated sources along
the frequency axis; and therefore sources remain mixed.
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The distortion created by last two factors can be reduced by constraining
the nonmixing �lter update [168, 169] and/or order [137, 146], tacking into
account the cross-frequency correlation between the separated signals [148],
and exploiting the spatial information [2, 83, 138, 156, 157].

Time domain methods
Moving to the frequency domain is not the only way to approach convolved
mixtures. There are many techniques that work exclusively in time domain or
both in frequency and time domain. In fact, the �rst e�orts on the separation
of convolved mixtures were made in time domain. The �rst robust solutions
to this problem are introduced by Torkolla [176]. The proposed scheme esti-
mates the nonmixing �lter coe�cients by using an information maximization
approach. The optimization leads to a gradient algorithm similar to the one
proposed by Bell and Sejnowski for the separation of instantaneous mixtures.
Sattar et al [158] notice that the Torkkola's algorithm works only if a stable
causal inverse of direct channel �lter ({Aii(z)}i=1:Ns

) exist. However, this is
not always guaranteed in audio signal separation problems. So, they propose
to adapt the Torkkola method by using a non causal �lter (even if Aii(z) does
not have a stable causal inverse, it still has a stable non causal inverse). The
major drawback of the scheme is its computational complexity. In fact, given
that acoustical channels need to have a considerable length in real propaga-
tion environment, the algorithm seems to be very expensive.

Di�erent approaches perform source separation by exploiting some of the
source signal properties. In the literature, the demixing matrix W (q) is
blindly estimated utilizing one of the following properties:

• Non-whiteness : exploited by simultaneous minimization of output cor-
relation matrices over multiple time-lags.

• Non-stationarity : exploited by simultaneous minimization of output
correlation matrices at di�erent time-instants.

• Non-Gaussianity : exploited using higher order statistics for indepen-
dent component analysis.

The basic idea is that mixtures are typically more stationary, Gaussian, and
whiter than sources; and by emphasizing one or more properties, sources can
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be recovered. Although it is commonly believed that each one of these prop-
erties is su�cient for separation, it has demonstrated that the combination
of these criteria can lead to improved performance[117, 24]. In [110], the
authors show that combining non-stationarity and non-whiteness leads to a
signi�cant improvement in performance, and exhibits a quasi-performance
(its behavior is almost independent of the mixing matrix). A generic ap-
proach exploiting simultaneously the three properties was introduced in [24],
called TRINICON (TRIple-N ICA for CONvolutive mixtures). It was shown
that the proposed approach has links to a variety of popular algorithms, and
several novel approaches [25, 26, 27].

3.2.4 Underdetermined mixtures

Blind source separation is a problem that arises when one or several sensor(s)
record data to which can contribute several generating physical processes. It
consists in recovering Ns unknown sources from M instantaneous mixtures.
Classically, the idea is to estimate the inverse mixing matrix using statistical
independence of source signals. However, one area of research in blind source
separation, the Underdetermined BSS, is relatively unexplored. It refers to
the case when there are less mixtures than sources. The underdetermined
BSS poses a challenge because the mixing matrix is not invertible and the
traditional ICA methods do not work. And, contrary to most blind separa-
tion algorithms, the source extraction itself requires additional assumptions
on the source statistics or structure.

Several approaches are proposed for underdetermined BSS algorithms, which
are based on some sparse representation of the data. The key observation is
that a good data representation often makes it possible to decompose a single
underdetermined BSS problem into several (over)determined problems. In
the one microphone setting, the underlying hypothesis is that at most one
source is "active" in each component of the representation.
On the other hand, audio sources have been shown to have sparse decom-
position in a variety of time-frequency dictionaries. Sparse decomposition is
typically performed using a short-time Fourier transform (STFT), wavelet
transform (WT), or matching pursuit (MP).
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Sparsity based separation methods
Sparsity assumption can be su�cient to solve the separation problem, with-
out any additional information. Aissa-El-Bey et al. consider instantaneous
mixtures. The proposed scheme minimizes a contrast function based on an
lp norm. The algorithm makes solution as sparse as possible (the norm lp
is a sparsity measure). Simulations show that, applied to overdetermined
mixtures, the scheme provides good performance compared to other separa-
tion techniques [3]. Despite there is no-constraints preventing applying the
scheme to underdetermined mixtures, the approach is not yet tested in such
con�guration.

Olson and Hansen exploits PARAFAC formulation to solve the convolu-
tive separation problem [125]. First, the mixing matrices {A(τ)}τ are es-
timated through k-means clustering (assuming source sparseness). Then,
the sources are estimated by a Maximum A Posteriori (MAP) approach (as
opposed to the usual binary masking reconstruction). Using the framework
of PARAFAC model, one can show that the problem is identi�able if

1

2
M (M + 1) ≥ Ns (3.9)

Hence, the algorithm is convenient for underdetermined BSS only if the num-
ber of source and microphones satisfy the previous relation.

Masking based separation methods
Masking based source separation methods relays on the source sparseness
assumption . If signals are su�ciently sparse, i.e. most of the samples of
each signal are almost zero, we can assume that the source rarely overlaps.
Then, each source signal can be extracted by applying a given mask to the
observed mixture.
The design of the mask is a crucial issue, and generally depends on prior
information on signals and/or propagation environment:

• In the case of a multi-microphone reception, if we assume a mono-
path propagation environment (reverberation is negligible), direction
of arrival can be exploited for the mask design. The direction of arrival
are typically estimated based on observation vector clustering [14, 89,
118, 12].
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• If the di�erent signals can be decomposed into distinct dictionaries
(harmonic vs transient, musical notes with di�erent pitches...), the
masking can be performed taking into account this structural diver-
sity [152].

Binary masks leads to a very intuitive scheme: separation is performed by
solving a simple classi�cation problem. However, the use of binary masks
leads to too much discontinuous zero-padding to extract signal, and there-
fore, they tend to contain loud musical noise, which is undesirable for audio
applications. Several approaches are proposed to solve the problem by design-
ing smooth masks [13], or combining masking and beamforming techniques
[32].

Signal structure based separation methods
Additionally to the sparsity assumption, if prior knowledge about the sources
is available, it can be exploited to increase the source separation accuracy.
In the literature, some prior information was considered such as spectral,
statistical, and temporal structures of mixed sources.

In [17], the authors propose a separation scheme where the sources are
modelled AutoRegressive processes. It has been shown that one can recon-
struct the processes and estimate the sources from their degenerate mixture
using only second order statistics.

A second point of view tries to take advantage of the statistical prior
on the audio signal. The main idea is to exploit statistical structure of the
sound sources by learning either the signal structure [18], or the masking
functions [152]. Simulations show a slide improvement comparing to the
binary masking techniques.

The time structure of sound sources was also exploited to increase the
separation performance. The idea is to learn a priori sets of basis �lter
(in time domain) that encode the source in an e�cient manner (generalized
exponential [88], damped sinusoid [64, 4], harmonic atoms [69]).

3.3 Multi-channel mono-path periodic signal ex-
traction

As an approximation of the propagation environment, we use the delay-
mixing model. In this model, only direct path signal components are con-
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sidered. Signal components from a source arrives at a set of microphones
with a given relative attenuations and a fractional delays between the time
of arrivals at the di�erent microphones. By fractional delays, we mean that
delays between the received signal are not generally integer multiples of the
sampling period. The signal attenuation and delay depend on the position of
the source with respect to the microphone array orientation and geometry.
Under the previous propagation assumptions, without any loss of generality,
observations can be written as:

y1(n) =
Ns∑
i=1

si(n) + v1(n)

yk(n) =
Ns∑
i=1

βkisi(n− τki) + vk(n) k = 2 : M

where {si(n)}i=1:Ns
represent Ns distinct audio source signals following (2.15)(with

distinct periodicities); {vk(n)}k=1:M a spatially and temporally white gaus-
sian noise signals; βki the relative attenuation of the ith source at the kth

sensor; and τki the propagation delay (function of the direction of arrival φi,
and the microphone array geometry (that we suppose �x but unknown)).

As in [178], the time delay operation can be expressed using an interpo-
lation matrix Hτ (as it can be interpreted as a particular time warping):

si,τ = Hτsi

where si = [si(1) · · · si(N)]T , si,tau = [si(1− τ) · · · si(N − τ)]T , and Hτ is an
N ×N toeplitz, band matrix characterizing the time delay operation.

Thus, the total observation vector can be written as
y = Hs + v (3.10)

where
- y = [yT

1 · · ·yT
M ]T , is a MN × 1 vector representing the observation vector

- s = [sT
1 · · · sT

Ns
]T , is a NNs × 1 vector representing the signals of interest.

- v = [vT
1 · · ·vT

M ]T , is a MN × 1 vector denoting the noise vector

- H =




IN · · · IN

β2,1Hτ2,1 · · · β2,LHτ2,Ns... ...
βM,1HτM,1

· · · βM,NsHτM,Ns


is an NM × NNs interpola-

tion matrix characterizing the propagation environment.
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The previous model is linear in H and s (separately); H and s being pa-
rameterized nonlinearly. Trying to estimate all factors jointly is a di�cult
nonlinear problem. Indeed, as the noise is assumed to be a white Gaussian
signal, the ML approach leads to the following least-squares problem:

min
H,s

‖y −Hs‖2 (3.11)

Once again, such optimization can easily be performed iteratively though
(�gure 3.3).

Figure 3.3: Multi-channel mono-path separation scheme.



84 Chapter 3 Underdetermined Audio Source Separation

Channel estimation
Under the current estimate of the source signal Ŝ, the Channel coe�cients
are optimized using

min
τki,βki

‖y −Hŝ‖ (3.12)

On the other hand,

‖y −Hŝ‖2 =
M∑

k=1

∥∥∥∥∥yk −
Ns∑
i=1

βkiHτki
ŝi

∥∥∥∥∥

2

and,
∥∥∥∥∥yk −

Ns∑
i=1

βkiHτki
ŝi

∥∥∥∥∥

2

= ‖yk‖2 +
Ns∑
i=1

β2
ki ‖ŝτki

‖2

−
Ns∑
i=1

βkiR̂(yk, sτki
)−

∑

i6=j

βkiβkjR̂(sτki
, sτkj

)

where ŝτki
= Hτki

ŝi denotes the estimate of the ith source delayed by τki; and
R̂(x, y) = 1

N

∑N
j=1 x(j)y(j) represents the estimate of the correlation between

signals x and y.
Note that the quantities R̂

(
sτki

, sτkj

)
i 6= j can be neglected, as source

signals are assumed to be independent, and have distinct periodicities. Then,
the optimization problem in (3.12) is separable; and can be solved, indepen-
dently, for each channel parameter.

The optimization over a given time-lag τki can be interpreted in terms of
maximizing the correlation R̂

(
yk, sτkj

)
between the observed signal on the

sensor and the ith source signal delayed by τki .

τki = argmax
τki

R̂
(
yk, sτkj

)
(3.13)

Ones the di�erent time lags are estimated, the optimal attenuation coef-
�cients are computed using:

β̂ki =
R̂(yk, sτki

)∥∥∥Ŝτki

∥∥∥
2 (3.14)
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Source signal estimation
If we assume that the channel parameters known, the ML source estimation
is given by:

̂̂s = H#y

where H# =
(
HTH

)
HT denotes the pseudoinverse of H. This leads to an

optimal beamforming processing.

Beamforming exploits the spatial information to focus in the source direc-
tion and decrease the interference due to other sources. This interference
is further suppressed by exploiting the spectral structure of the mixtures
(time-frequency sparseness of the sources). In fact, each audio source signal
is assumed to have harmonic structure(as in (2.15)). Thus, it can be written
as

̂̂si = ÂiF̂iθ̂i + vi = ŝi + vi i = 1 : Ns

where Âi, F̂i, and θ̂i are estimated in an iterative (cyclic) fashion (as in
previous chapter) from ̂̂si.

3.3.1 An ISIC Implementation for the multi-channel mono-
path periodic signal separation scheme

In previous, we have proposed an audio separation scheme tacking into ac-
count simultaneously the source signal structure and the propagation envi-
ronment model. The inherent complexity, however, is cubic on MN (as the
technique requires the inversion of the non Toeplitz matrix H). For practi-
cal implementation, Iterated Successive Interference Cancelation (ISIC) ap-
proach can be used to implement the previous technique.

Iterated successive interference cancelation is a nonlinear parameters esti-
mation scheme in which parameters are estimated successively. The approach
successively cancels concurrent parameters using their current estimate. The
ISIC audio separation algorithm appears in the table 3.1.

Note that the non parametric source estimation (computed using a sim-
ple matched �lter) can be interpreted as a delay and sum beamformer. It
constitutes the second interference cancelation stage (the �rst is performed
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by removing the contribution of other (interfering) sources using the sources
current estimate).

3.4 Experimental results
Using the proposed approach, we perform underdetermined separation using
a single musical record. The proposed signal represents a synthesized mix-
ture of three notes played by an acoustic guitar. The record has a duration
of 1s and is sampled at 22.050 kHz (see �gure 1). Their pitch frequencies are
respectively 82 Hz, 92 Hz, and 116 Hz. The SNR of the input signal is 26
dB.
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Figure 3.4: Original guitar signals.

As an evaluation criterion, we consider the signal to (measurement plus ap-
proximation) noise ratio for the estimated model (computed on the total note
duration, and on the steady state region), i.e.

SNRi =

∑
n s2

i (n)∑
n (si(n)− ŝi(n))2 (3.15)
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In �gure 3.5, we plot the extraction SNR based respectively on global ampli-
tude modulation and global time-warping model, and global amplitude and
phase modulation (as described in the chapter 1).
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Figure 3.5: Estimation SNR for mono-mixture audio source separation
(global time-warping model on solid line, and global amplitude and phase
modulation on dotted line).

We observe that the second version achieves better performance, not only on
the transient region but also on the steady state region).
We subplot also the di�erent algorithm outputs (concerning the note 1) on
�gure 3.6. We note that although the notes are not synchronous (do not be-
gin and vanish in the same time), the algorithm was able to detect the begin
and the end of the musical note. This can be critical for some applications
such as music transcription.

Next, we compare the separation accuracy of the proposed Iterated SIC
with the sparse representation based approaches. Indeed, several authors
have proposed underdetermined audio separation algorithms that are based
on sparse time-frequency/time-scale representation of the data followed by
binary masking [70]. One of the well known sparse decomposition techniques
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Figure 3.6: "Note 1" Extracted parameters.

is the Matching Pursuit (MP) algorithm [108]. The MP is a greedy strategy
to decompose a signal into a linear combination of atoms chosen among a
given dictionary. In each step, the element which "closely" matches the resid-
ual signal is selected. And, its contribution gets subtracted. Gribonval and
Bacry propose a variant of the MP algorithm for audio applications (called
Harmonic Matching Pursuit (HMP))[69]. They introduce the harmonic dic-
tionary which extends the Gabor dictionary and better �ts the harmonic
structure of audio signals. At each step, an atom and all its (approximately)
harmonically related atoms get selected.
The key observation for blind separation is that a good data representation
often makes it possible to decompose a single underdetermined BSS problem
into several (over)determined problems. In the one microphone setting, the
underlying hypothesis is that at most one source is "active" in each compo-
nent of the representation. The basic separation principle is simply to:

• decompose the observations into "components" (atoms).

• perform separation on each atom (which comes back to a classi�cation
problem).

The comparison between the Iterated SIC, MP, and HMP is summarized in
the tables below.
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We remark that matching pursuit fails to recover the note 3 (in �gure 3.4);
and that taking into account the harmonic structure of the audio signal (in
the Iterated SIC, and HMP) increases the separation performance (especially
in the steady state region). We see also that the QPSE-based approach out-
performs the MP and the HMP approaches, and produces even much better
auditive results.

We consider now the Multi-Input Multi-Output (MIMO) problem (�g-
ure 3.7). In our simulations, the audio source signals are captured by two
microphones (spaced by d = 0.2m). The angles of arrival of the three source
signals are respectively φ1 = −π

3
, φ2 = 0, and φ3 = +π

3
. The relative atten-

uations at the second microphones are respectively β21 = 0.9, β22 = 1, and
β23 = 1.1.

Figure 3.7: Multi-Input Multi-Output propagation scenario.

Figure 3.8 shows curves of the estimation SNR (for the total note duration)
for MISO (slide line) and MIMO (dotted line) scenarios. As it was expected,
we observe that, ones relative delays and attenuations are well estimated,
using multiple output enable algorithm to achieve better performances.
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Figure 3.8: Estimation SNR for MISO (solid line), and MIMO (dotted line)
audio source separation.

3.5 Conclusion
In this chapter, we have investigated the underdetermined convolutive source
separation of audio mixtures. We have considered the periodic signal model
with a slow global amplitude and phase variation. The global amplitude
and phase modulation assumption allows taking into consideration the cor-
relation between the di�erent partials and time-domain frames. We have
proposed a separation technique that takes into account simultaneously the
source signal structure and the propagation environment parameters (ToA,
signal attenuation). Experimental results reveal that the proposed approach
allows extracting several musical notes accurately from an underdetermined
mixture, and produces good auditive synthetic results. Simulations show
also that the proposed scheme outperforms the classic separation schemes in
terms of separation accuracy and robustness.
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Iterated SIC Multichannel Audio Source Separation

Computation
Initialization
for i = 1 : Ns do

si(n) ← Periodic Source Extraction(y1(n), Ti)

for k = 1 : M do
τki = argmaxτki

R̂ (yk, sτki
)

βki =
bR(yk,sτki)
‖sτki‖2

end for
end for
Iteration
for i = 1 : Ns do

Interference Cancellation
for k = 1 : M do

yk(n) ← yk(n)−∑
p6=i βkp sp(n−τkp)

end for
Channel Estimation
for k = 1 : M do

τki = argmaxτki
R̂ (yk, sτki

)

βki =
bR(yk,sτki)
‖sτki‖2

end for
Non parametric source estimation
si(n) ← 1P

k β2
ki

∑
k βkiyk(n− τki)

parametric source estimation
si(n) ← Periodic Source Extraction(si(n), Ti)

end for

Table 3.1: Iterated SIC Multichannel Audio Source Separation
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I-SIC MP HMP
Note 1 11.8 10.81 8.6

Note 2 7.11 4.57 6.1

Note 3 7.6 1.3 6.76

Table 3.2: Separation SNR (in dB) for the Iterated SIC, MP, and HMP
(computed on the total note duration)

I-SIC MP HMP
Note 1 19 14 12.57

Note 2 10.4 4.3 9.6

Note 3 11.61 0.21 11.09

Table 3.3: Separation SNR (in dB) for the Iterated SIC, MP, and HMP
(computed on the steady state note region)
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Chapter 4

Blind Source Dereverberation

In this chapter, we consider the blind multichannel dereverberation prob-
lem for a single source. The multichannel reverberation impulse response is
assumed to be stationary enough to allow estimation of the correlations it
induces from the received signals. It is well-known that a single-input multi-
output (SIMO) �lter can be equalized blindly by applying multichannel linear
prediction (LP) to its output when the input is white. When the input is col-
ored, the multichannel linear prediction will both equalize the reverberation
�lter and whiten the source. We exploit the channel spatiotemporal diver-
sity and the speech signal non-stationarity to estimate the source correlation
structure, which can hence be used to determine a source whitening �lter.
Multichannel linear prediction is then applied to the sensor signals �ltered
by the source whitening �lter, to obtain source dereverberation. Particular
attention is paid to the blind estimation of the source color (via the optimiza-
tion of the AR coe�cients and order). We also investigate the robustness of
the scheme to the presence of additive noise.
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4.1 Introduction
The quality of speech captured in real-world environments is invariably de-
graded by acoustic interference. This interference can be broadly classi�ed
into two distinct categories: additive and convolutive. The convolutive in-
terference (commonly referred to as reverberation) is due to sound wave
re�ections from surrounding walls and objects. It leads to a modi�cation of
the speech signal characteristics. Therefore, it constitutes a major problem
in speech recognition, speaker veri�cation, and general auditive comfort in
"hands-free" telephony applications. Blind dereverberation is the process of
removing the e�ect of reverberation from an observed reverberant signal.
Let us consider a clean speech signal s(n) produced in a reverberant room.
The reverberant signal y(n) received on M microphones can be modeled as
(see �gure 4.1):

y(n) =
∞∑
i=0

h(n, i)s(n− i) + v(n) (4.1)

where v(n) represents additive interference, and {h(n, i)}i characterizes time-
varying convolutional interference.

Figure 4.1: Speech dereverberation: problem statement.

As we have seen in chapter I, additive noise can be signi�cantly reduced using
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audio signal structure. On the other hand, removing reverberation appears
easy: �rst, estimate the speaker-to-receiver �lter {h(n, i)}k,i; then design
an inverse �lter {f(n, i)}n,i to undo the reverberation e�ect. Although this
sounds simple, in practice, reducing the distortion caused by reverberation is
a di�cult blind deconvolution problem. Speech enhancement for dereverber-
ation and noise reduction in reverberant environments has been addressed
extensively; but no adequate solution has yet been established [76, 57].
Intuitively, comparing to the classic speech enhancement problem, the speech
dereverberation is trickier because the source signal itself belongs to the inter-
ference. Moreover, speech dereverberation is a challenging problem because:

• Both source signal statistics and the room reverberation are time-
varying.

• Extra-information is required to make the problem identi�able. In fact,
by �ltering respectively the source signal and the Acoustic Impulse
Response (AIR) using a given time-varying �lter and its inverse, we
obtain an acceptable solution to the blind deconvolution problem..

• Source signal correlations leads to a poor equalization performance.
In the literature, several schemes are proposed to solve the dereverberation
problem exploiting essentially:

• Spatial diversity : due to the multichannel aspect (see section 4.3).

• Temporal diversity : the room impulse responses are slowly varying
with time, whereas speech signal statistics change quickly.

• Spectral diversity: Dereverberation can be performed in the cepstral
domain (where the room reverberation and the speech signal are better
separated), or in the spectral domain (exploiting the harmonic struc-
ture of the speech signal).

In this chapter, the multichannel reverberation impulse response is assumed
to be stationary enough to allow estimation of the correlations it induces from
the received signals. The single-input multi-output (SIMO) channel is equal-
ized blindly by applying multichannel linear prediction (LP) to its output
when the input is white. To encounter for the input source color, we exploit
the spatiotemporal channel diversity, and we estimate the source spectrum
by averaging the received correlations (instead of averaging the received sig-
nals). We propose a tree-stage dereverberation procedure (�gure 4.3):
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• First, the colored non-stationary speech signal is transformed into an
iid-like signal: exploiting the channel spatiotemporal diversity and the
speech non-stationarity, we estimate an autoregressive model based on
received correlations (averaged over the subchannels).

• Then, a blind channel predictor is computed based on pre-processed
reverberant speech.

• Finally, speech signal dereverberation is performed using a zero-forcing
equalizer based on the predictor computed in the previous step.

This chapter is organized as follows. After a quick overview of the dere-
verberation state of the art (section 4.2), the multichannel spatiotemporal
diversity is examined in section 4.3. The speech dereverberation procedure,
and the prewhitening order optimization will then be derived respectively
in sections 4.4 and 4.5. We next investigate the robustness of the proposed
scheme in presence of additive noise (section 4.6). Finally, simulation results
are provided in section 4.7.

4.2 Speech dereverberation: a brief overview
4.2.1 Dereverberation based on spatial processing
As discussed in the previous paragraph, speech signals captured by a micro-
phone located away from the user can be signi�cantly corrupted by additive
noise and reverberation. One method of reducing the signal distortion and
improving the quality of the signal is the use of spatial processing. Spa-
tial processing refers to the joint processing of signals captured by multiple
spatially-separated sensors. Spatial �ltering aims to discriminate between
signals based on the physical location of the signal source. Spatial processing
is relatively mature �eld, developed initially to process narrowband signals
for radar and sonar applications, and later applied to broadband signals such
as speech. As di�erent signal replica come from di�erent directions, spatial
�ltering seems to be appropriate for speech dereverberation.
Generally, spatial �ltering exploits the fact that the source and the interferers
are spatially distributed. The signals observed on the M distinct microphones
are combined in order to focus on the direction of the audio source (see �g-
ure 4.2). The concept of algorithmically focusing in a desired direction is
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Figure 4.2: Spatial �ltering: problem statement.

called Beamforming.
A simple (and most commonly used) spatial �ltering system is the Delay-
and-Sum (D-&-S) beamformer. In order to steer an array of arbitrary con-
�guration and number of sensors, the received signals are �rst delayed to
compensate for the path length di�erences from the source to the various
microphones; and then the signals are combined together, i.e.,

ŝ(n) =
M∑
i=1

fiyi(n− τi) (4.2)

where fi and τi represent respectively the weight and the delay applied to
the signal yi(n) received on the ith microphone. There are several methods
for choosing the weights f1 · · · fM . The simplest and most common method
is to set them all equal to 1/M . Thus, beamforming is performed by a simple
averaging over the sensor outputs, delayed to focus in the direction of the
desired speaker. The process of �nding the delays is known as time-delay
estimation (TDE) and is closely related to the problem of source localiza-
tion. Many methods exist in the literature, and most are based on cross
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correlations (see section 4.6.1 for further details).

Delay-and-sum (D-&-S) beamformer was proposed to perform speech
dereverberation [48, 57]. By focusing on the source direction, the spatial
�ltering suppresses the signal replica coming from other directions. In addi-
tion to its low computational complexity, the D-&-S is robust to the presence
of additive noise and errors in the time-delay estimations. However, one can
remark that D-&-S exploits only partial spatial information (relative delays),
and ignores the input signal characteristics; which leads to a poor dereverber-
ation performance in strongly reverberant rooms and/or small microphone
array.

4.2.2 Dereverberation based on speech signal features
The major objective of the multichannel dereverberation research has focused
on improving the spatial �ltering capability of a system in its operating
environment. The previous section has addressed how spatial information
can be exploited to dereverberate the speech signal. The goal of this section
is to present an alternative and complementary strategy that emphasizes
the incorporation of explicit speech modelling into the microphone array
processing.

Dereverberation based on source statistical characteristics
A �rst class of speech dereverberation techniques suggests exploiting the sta-
tistical and spectral models of the speech signal to improve the enhancement
accuracy. In [56], Gillespie et al. process the microphone signals by a sub-
band adaptive �ltering structure. The subband �lters are adapted to maxi-
mize the kurtosis of the linear prediction residual of the reconstructed signal.
The blind deconvolution �lter is then designed to make the LP residual as
non-Gaussian as possible. In this way, it exploits the a priori knowledge
that the signal to be recovered (speech) is sub-Gaussian. It has been shown
that a kurtosis is e�ective in measuring reverberation, and that the proposed
technique achieves signi�cant improvement in performance over the delay-
and-sum beamformer.
A generic approach is proposed in [25, 27] exploiting simultaneously the non-
Gaussianity, non-whiteness, and non-stationarity of the speech signal. In the
previous references, the authors show that combining three properties leads
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to a signi�cant improvement in performances. It was also shown that the
proposed approach has links to a variety of popular algorithms, and several
novel approaches [25, 27].

Dereverberation based on source spectral characteristics
Some researchers have also proposed dereverberation methodologies that ex-
ploit the spectral structure of speech signals in a more direct manner.

Homomorphic �ltering techniques was proposed for single-microphone
dereverberation. These approaches are motivated by the fact that the con-
volutive interference becomes additive in the cepstral domain. In such an
approach, it is assumed that the room impulse response and the original
speech signal occupy separate regions in the cepstral domain. If the rever-
beration is produced by echoes equally spaced in time, the complex cepstral of
the reverberation presents an impulsive structure. Then, a cepstral �ltering
procedure (using a comb �lter) can be considered for reducing (even elimi-
nating) the reverberation e�ect [126]. A second assumption (also discussed
in [126]) associates the original speech signal with low quefrency components,
and the room impulse response with high quefrency components. In such a
way, dereverberation is performed by lowpass �ltering the cepstrum of the
reverberant signal.
In [20], the authors reveal some concerns about the applicability of cepstral
processing to reverberant speech enhancement. Indeed, the accuracy of the
computed cepstrum is critically dependent upon the segmentation error in
time domain. This side e�ect can be alleviated by an appropriate choice of
the segmentation window. Then, cepestral averaging is used to identify of
the reverberation impulse response. Finally, the signal is dereverberated by
inverting the estimated AIR. Satisfactory results related to the AIR estima-
tion are obtained for minimum-phase or mixed-phase responses which have
a few zeros outside the unit circle in the z-plane [20].
In all the previous research works, the major drawback is the assumption
that the original speech signal and room impulse response must occupy non-
overlapping regions. In general, such an assumption is valid for minimum-
phase impulse responses. However, for mixed-phase responses there are con-
tributions from the room response in the low quefrency region; and speci�-
cally, acoustic room responses have mixed-phase characteristic [170], restrain-
ing the use of dereverberation techniques based on cepstral analysis.
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Nakatami and Miyoshi exploit di�erently the audio signal spectral prior.
In [123], the authors suggest a frequency domain approach exploiting the
harmonic structure of the speech signal to reduce late reverberation. The
basic idea consists in estimating the direct sound by focusing on the local
harmonic structure. The direct sound includes the direct path and some
early re�ections. Based on the received signal and the direct sound estimate,
the acoustic impulse response is estimated in each frame. Assuming that the
AIR are stationary enough, this estimate is enhanced by averaging over time
frames. Finally, the speech signal is dereverberated by inverting the acoustic
impulse response. The authors show that the technique is e�ective especially
in the case of severe reverberation (reverberation time excides 0.5 seconds).

Dereverberation based on source-production techniques

An alternative solution is to explicitly incorporate the excitation speech
model into the beamforming process. The source model describes speech
signal in terms of an excitation sequence exciting a time-varying all-pole �l-
ter. These methods are motivated by the observation that in reverberant
environments, the linear prediction residual signal contains the original im-
pulse responses followed by several other peaks due to multipath propagation.
Dereverberation is achieved by attenuating these peaks in the excitation se-
quence then synthesizing the enhanced speech using the enhanced LP residual
and the all-pole �lter (estimated from the reverberant speech).
Various methods for enhancing the LP residual exist. Griebel and Brand-
stein use coarse estimates of the room impulse response for each channel and
apply a matched �lter type operation to obtain weighting functions for the
reverberant LP residuals [66]. Yegnanarayana et al. use Hilbert envelopes
to represent the strength of the peaks in the LP residuals [209]. The time-
aligned Hilbert envelopes from the individual channels are summed and used
as a weight vector which is applied to the LP residual of one of the channels.
In all these schemes, it is clear that an important assumption is made; that
the speech LP coe�cients are una�ected by reverberation. In [50], the au-
thors show that spatial averaging of the LP coe�cients (estimated on each
microphone) is required to improve the accuracy of statement. They also
demonstrate in [52] that LP coe�cients obtained from spatially averaged
multichannel speech signals achieves equally satisfactory results.
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4.2.3 Dereverberation based on channel deconvolution
Another way to address the problem is the use of explicit model for the room
reverberation; and contrary to spatial �ltering the whole acoustic impulse
response is toked into account. Depending if we try to exploit the statistical
prior on the AIR, or if we consider the realization of the AIR, Bayesian and
deterministic channel deconvolution techniques can be applied.

Dereverberation based on Bayesian channel deconvolution
Several methods are proposed to address the dereverberation problem in a
Bayesian framework. In [39], the Gaussian model is used for modelling the
input speech signal and the acoustic impulse response. MAP estimator is
derived for the clean speech estimation (and marginalizing out the unknown
channel parameter).
In [60], in order to avoid the channel source identi�cation ambiguity, the
speech source is modelled by an autoregressive process, whereas the channel
is modelled by a MovingAverage (MA) process. The model parameters are
estimated by maximizing the posterior probability. The maximization is
performed using Markov Chain Monte Carlo (MCMC) method (to avoid the
integration and the maximization of complicated posterior probabilities).
An alternative statistical model was proposed in [78, 79]. The non-stationary
speech source is modelled by a block stationary AR process whereas each
sub-channel by a stationary all-pole �lter. In such a way, we avoid the
channel source identi�cation ambiguity. Using the Bayesian framework, the
acoustic channel is estimated (source parameter are considered as nuisance
parameters). Finally, the original signal is obtained by inverse �ltering the
observed reverberant signal.

Dereverberation based on deterministic channel deconvolution
Another general approach is based upon attempting to undo the e�ect of
multipath propagation by considering the realization of acoustic impulse re-
sponse. The acoustic impulse responses are in general not minimum phase
and are not thus invertible. By beamforming to the direct path and the
major images, it is possible to use the multipath propagation constructively
to increase the SNR well beyond those achieved by the delay-&-sum beam-
former. The result is a Matching Filtering (MF) process [85, 86, 87] which
is shown to be e�ective to enhance the quality of reverberant speech, and
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attenuate the additive noise. Unfortunately, this technique has a number
of practical limitations due to the blind channel estimation, the remaining
late re�ection, and the large equalization delay. In fact, the non-stationarity
of the acoustic channels and the color of the input signal lead to a poor
blind channel identi�cation accuracy. On the other hand, matching �lter-
ing increases the propagation delay-spread and leads to an additional late
reverberation component. Despite their low energy, the late reverberation
components are very annoying for human perception and speech recognition
applications. Finally, MF equalization introduces a large equalization delay
(of about the AIR length), and produces a pre-echo that is also annoying for
human perception and speech recognition applications.

On the other hand, a SIMO channel can be perfectly equalized using mul-
tiple Finite Impulse Response (FIR) �lters (transverse �lters) [116]. Let us
consider a clean speech signal s(n) produced in a reverberant room. The re-
verberant speech signal observed on M distinct microphones can be written
as:

y(n) = H(q)s(n) (4.3)
where y(n) = [y1(n) · · · yM(n)]T is the reverberant speech signal, H(q) =

[H1(q) · · ·HM(q)]T =

Lh−1∑
i=0

hiq
−i is the SIMO channel transfer function, {h}i

are the impulse response coe�cients, and Lh is the channel length. (.)T de-
notes the transpose operator, and q−1 is the one sample time delay operator.
According to the Bézout identity, if the channels H1(q) · · ·HM(q) do not have
common zeros, then ∃F(q) = [F1(q) · · ·FM(q)]T (FIR) such that:

FT (q)H(q) =
M∑

m=1

Fm(q)Hm(q) = 1 (4.4)

If H(q) is known (or can be estimated), the coe�cients of the FIR �lters
Fm(q) can be computed by the well-known rules of matrix algebra. The blind
AIR estimation should deal with the channel/speech identi�ability problem.
In fact, for any scalar �lter α(q), (H(q)/α(q), α(q)s(n)) is also an acceptable
solution for (4.3).
In [65], the authors compute the multi-channel FIR equalizer based on sub-
space methods. The identi�ability problem is solved by using accurate in-
formation of the AIR length. The validity of the technique hinges critically
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on the true channel impulse response being of strictly �nite duration, and its
successful identi�cation requires knowledge of (at least a tight upper bound
on) the channel length [197]. For the acoustic case, the true channel impulse
response length is generally unknown, or/and not de�ned.
In [80], Huang et al. focus on the single-source two-microphone system.
The authors notice that the AIR can be estimated by minimizing the mean
squared value of the signal

e(n) = Ĥ2(q)y1(n)− Ĥ1(q)y2(n) (4.5)

A solution of the optimization problem can be obtained through the eigen-
value decomposition of the autocorrelation matrix of the observed signal.
The generalization to an arbitrary channel number is introduced in [81]. If
the channel length is known, the solution estimates the right AIR. However,
if the channel length is overestimated (let us denote by Lh the overesti-
mated length), for any scalar �lter α(q)such that order(α(q)) < (Lh − Lh) ,
α(q)H(q) is a solution of (4.5)

e(n) = α(q)H2(q)y1(n)− α(q)H1(q)y2(n)

= α(q) (H2(q)y1(n)−H1(q)y2(n)) = 0

Hikichi et al. propose to solve the identi�cation ambiguities by post-processing
the estimated channel in order to estimate and compensate the common fac-
tor α(q) [76]. The common factor is extracted as the characteristic polyno-
mial of the two-channel linear prediction matrix.
Another way to deal with identi�cation ambiguities is the use of prior in-
formation on the source spectrum. In fact, if the source is white, the chan-
nel can be perfectly equalized using multichannel linear prediction. If the
source spectrum is known, perfect equalization is still possible (after source
prewhitening). For speech dereverberation, the source spectrum is unknown
and should be estimated blindly. In [56], the authors propose a subband
equalization structure. The equalization is done assuming a �at source spec-
trum in each subband. The spectral structure of the speech signal can also be
exploited by assuming an AutoRegressive (AR) model. Cichocki and Amari
estimate the AR coe�cients based on the output correlations of a spatially
�ltered received signal [34].

In this chapter, we exploit di�erently the spatiotemporal channel diversity,
and we propose estimating the AR source prewhitening �lter by averaging the
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Figure 4.3: The dereverberation procedure.

received correlations (instead of averaging the received signals). We propose
a tree-stage dereverberation procedure (�gure 4.3):

• First, the colored non-stationary speech signal is transformed into an
iid-like signal. Exploiting the channel spatiotemporal diversity and the
speech non-stationarity, we estimate an AutoRegressive model based
on received correlations (averaged over the subchannels).

• Then, a blind channel predictor is computed based on pre-processed
reverberant speech.

• Finally, speech signal dereverberation is performed using a zero-forcing
equalizer based on the predictor computed in the previous step.

4.3 Multichannel spatiotemporal diversity
4.3.1 Statistical room reverberation model
In an empty rectangular room, the room impulse response h(t) can be com-
puted by solving the wave propagation equations. At higher frequency, the
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complexity (in terms of the number of modes) of the deterministic wave equa-
tion modeling increases to a point where exact analysis is no longer feasible.
To model h(t), one could apply the theory of random (or di�use) sound �elds
[160]. The signal captured by the microphone is the sum of contributions of
a large number of modes. Consequently, the complex frequency response can
be considered as a space-dependent Gaussian process. The two-dimensional
Gaussian density arises from the central limit theorem assuming indepen-
dence between modes.
In this section, we introduce the room reverberation model, which is built on
some well-known results from statistical room acoustics. This theory closely
describes the room acoustic behavior if the following conditions are met [51]:

A1) The dimension of the room are large relative to the wavelength of
the source signal s(t). For the frequencies of interest in speech processing,
this condition is easily satis�ed in almost all rooms.

A2) The average spacing of the resonance frequencies of the room must
be smaller than one third of their bandwidth. In a room with volume V (in
m3), and reverberation time T60 (in seconds), this condition is ful�lled for
frequencies that exceed the �Schroeder large room frequency":

fsch = 2000
√

T60/V (4.6)

A3) The source and the microphones are located in the interior of the
room, at least a half-wavelength away from the walls.
Under the above conditions, the frequency response H(f) (the Fourier trans-
form of h(t)) can be treated as a random function of the source and micro-
phone positions. These statistical properties are independent of the time-
instant of the observation. They are determined by the room characteristics
(volume, reverberation time, average wall absorption coe�cient...). We write
the transfer function H(f) as

H(f) = Hr(f) + jH i(f) (4.7)

where Hr(f) and H i(f) are real and imaginary parts of H(f) respectively,
and j =

√
(−1) is the unitary imaginary number. We next cite a couple of

useful results derived using the Statistical Room Acoustics (SRA) theory[51,
160, 161, 162]. Assuming the assumption (A1-A3) to be ful�lled:
- Hr(f), and H i(f) are independent, zero-mean, Gaussian process.
-
〈|H(f)|2〉 =

〈
|Hr(f)|2 + |H i(f)|2

〉
=

1− β

πAβ
.
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where 〈.〉 denotes the spatial expectation (estimated by averaging over all
possible source and microphone positions), β is the average wall absorption
coe�cients, and A is the total wall surface area.
By denoting rh(t) =

∑
τ h(τ)h(τ−t)dτ = IFFT

(|H(f)|2) the autocorrelation
of the room impulse response, one can show that:





〈rh(t)〉 =
1− β

πAβ
δ(t)

〈
r2
h(t)

〉
= cst exp (− |t| /τ0)

〈rh(t1)rh(t2)〉 = 0 ∀t1 6= t2

(4.8)

where δ(t) denotes the Dirac delta function and τ0 is the time for which the
sound energy in the room decays to 1/e of its initial value after impulsive
excitation (τ0 = T60/13.8).

We also assume that the room impulse response between a source and M mi-
crophones (and the corresponding autocorrelations) are i.i.d. Thus, by aver-
aging the correlation of the di�erent subchannels (rM(t) = 1

M

∑M
m=1 rhm(t)),

we have



〈rM(t)〉 = 〈rh1(t)〉 =

1− β

πAβ
δ(t)

var (rM(t)) =
1

M
var (rh1(t))

(4.9)

where var (x) = 〈x2〉 − 〈x〉2 denotes the spatial variance of a spatially dis-
tributed variable x.

In [141], Polack developed a time-domain model extending and comple-
menting the Schroeder frequency domain model . In this model, a room
impulse response is described as one realization of a non-stationary stochas-
tic process:

h(t) = b(t)e−τ0t t ≥ 0 (4.10)

where b(t) is centered stationary Gaussian noise, and τ0 is de�ned as pre-
viously. The random noise is characterized by its Power Spectral Density
(PSD) P (f). P (f) and τ0 do not depend neither on the source nor on the
microphone positions, and characterize the room acoustic.
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Assuming the previous model, one can show:
〈|H (f)|2〉 =

P (f).T60

6 ln 10
. (4.11)

The time-model based model coincides with Schroeder theory for a �at power
spectral density P (f). By considering a non �at PSD and/or frequency
dependent reverberation time, Polack's model takes into consideration the
frequency dependence of the re�ection coe�cients of walls and other objects,
as well as the frequency dependence of the air absorption coe�cient.

4.3.2 Spatiotemporal diversity of SIMO acoustic chan-
nels

To investigate the spatiotemporal diversity of SIMO acoustic channels, we
consider a measured multichannel impulse response (from the MARDY database).
The documentation of the MARDY database can be found in [206]. The sam-
pling frequency is 48 kHz.
First, we �x the source at distance d = 2m from the microphone array (in a
central position). Figure 4.4(a) superposes the magnitudes of channel trans-
fer functions |Hm (f)|2 m = 1 : M between the source and the M = 8
microphones. The transfer function magnitude of the multichannel reverber-
ation �lter

∑M
m=1 |Hm (f)|2 is plotted in �gure 4.4 (b). We move the source

(3m from the microphone array, in a position to the right), and we plot the
same quantities in �gure 4.5.
We verify that the averaged spectrum is independent from the source posi-
tion; but it is not �at (as the room characteristics are frequency dependent).
On the other hand, for speech processing we are mainly interested on the
band 50-7000 Hz. If we consider this frequency band, we can see that the
averaged spectrum is almost constant (�gures 4.6 and 4.7). The frequency-
dependence on the room characteristic can be neglected.
By summing the spectra of the received signals Symym(f), we get:

M∑
m=1

Symym(f) =
M∑

m=1

|Hm (f)|2 Sss(f) ≈ cSss(f) (4.12)

Then, due the multichannel spatiotemporal diversity, the superposition of the
spectra of the received signals can estimate (up to a multiplicative constant
c) the source spectrum Sss(f) (�gure 4.8).
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Figure 4.4: Mono and multichannel transfer function magnitudes (M=8, d=2,
pos=C).

4.4 Speech dereverberation procedure
Motivated by the previous observation, we propose in this contribution a
processing scheme that works with a cascade of three stages:

• Source whitening stage: removes correlation due to the speech signal.

• Multichannel prediction stage: computes a blind multichannel predic-
tor (using pre-processed reverberant speech).

• Dereverberation stage : equalizes the channel impulse response (using a
zero-forcing equalizer based on the predictor computed in the previous
step).

In the following, we describe further the three stages.

4.4.1 Source whitening stage
The blind dereverberation should deal with the channel/source identi�ability.
In fact, for any scalar �lter α(q), (H(q)/α(q), α(q)s(n)) is also an acceptable



4.4 Speech dereverberation procedure 109

0 0.5 1 1.5 2 2.5

x 10
4

−100

−80

−60

−40

−20

0

20

|H
1(f)

|2

(a)

0 0.5 1 1.5 2 2.5

x 10
4

−100

−80

−60

−40

−20

0

20

su
m

( |
H i(f)

|2 )

(b)

Figure 4.5: Mono and multichannel transfer function magnitudes (M=8, d=3,
pos=R).

solution. One way to solve this problem is to assume a prior knowledge on
the source color (and whiten the source by pre-processing the received signal).

As we have seen previously, due to the multichannel spatiotemporal di-
versity, the superposition of the spectra of the received signals estimates (up
to a multiplicative factor) the source spectrum. This motivates us to remove
correlation due to the source speech signal by compensating the common
part in the multichannel impulse response. As this common part is due to
the anechoic speech signal, it can be modeled as an AR process. The com-
mon AR coe�cients can be estimated as those that minimize the sum of the
prediction errors, averaged over the microphones:

e =
M∑

m=1

∞∑
n=0

e2
m(n)

=
M∑

m=1

∞∑
n=0

[
ym(n)−

l∑
j=1

ajym(n− j)

]2

(4.13)

This cost function was also considered in [73] for the estimation of the com-
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Figure 4.6: Mono and multichannel transfer function magnitudes (M=8, d=2,
pos=C), restricted to 9 kHz.

mon acoustical poles of room transfer functions. The order of the AR process
(whitening order) l is optimized in section 4.5.
In �gure 4.9 we superpose the anechoic speech signal periodogram, and the
AR spectral models estimated using either the source signal directly, or the
sum of the correlation sequences of the M reverberant signals.
It can be seen that the AR spectrum estimated using reverberant signals
gives a good estimation (up to a scalar) of the clean speech spectrum. Thus,
it can be used to pre-process the reverberant speech in order to prewhiten
the colored source speech signal.

A periodic input signal (which is perfectly predictible) may lead to iden-
ti�ability problem for the SIMO channel: the predictor will have tendency to
kill the signal rather than to whiten it. To alleviate this problem, we propose
taking advantage from the signal non-stationarity (that can be interpreted
as a form of temporal diversity). We suggest computing the AR whitening
coe�cients based on a long frame (where the channel is assumed to be con-
stant, but the speech signal is not necessarily stationary). In such a way,
the AR spectrum estimates the averaged speech spectrum (over the consid-
ered frame). It is important to emphasize that non-stationarity of the source
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Figure 4.7: Mono and multichannel transfer function magnitudes (M=8, d=3,
pos=R), restricted to 9 kHz.

is irrelevant as long as the source correlations are estimated with the same
temporal averaging as for the multichannel linear prediction. The temporal
diversity becomes a byproduct of this requirement.

4.4.2 Multichannel prediction stage

Blind multichannel identi�cation and equalization exploiting the channel di-
versity introduced by sensor arrays has attracted a lot of interest in the com-
munication and signal processing societies. Basically, the multichannel di-
versity introduces a useful 'signal overdetermination' which can be exploited
in terms of signal/noise subspace decompositions. The multichannel linear
prediction based technique (proposed and re�ned by Slock et al. [165, 167])
proved to be consistent in the presence of channel order error. This makes the
LP-based equalization one of the more attractive solutions to blind speech
dereverberation.

The source whitened reverberant signal observed on M distinct micro-
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Figure 4.8: Welch periodogram of the original clean signal (on top), and the
reconstructed one (by superposing the Welch spectra of the received signals).

phones can be written as:

x(n) = âs,M(q)y(n) = H(q)s̃(n) (4.14)

where x(n) = [x1(n) · · ·xM(n)]T , âs,M(q) = 1 +
∑l

j=1 âs,M(j)q−j is the
prewhitening �lter (performed in the previous stage), s̃(n) = âs,M(q)s(n)
is the prewhitened clean source signal.

Consider now the problem of predicting x(n) from the LA latest observa-
tions xLA

(n−1) = [xT (n−1) · · ·xT (n−LA)]T . The prediction error is given
by:

x̃(n) = x(n) +

LA∑
i=1

Ax,ix(n− i) = AxxLA+1(n) (4.15)

where Ax = [IM Ax,1 · · · Ax,LA
], {Ax,i}i represents M × M matrices of

the linear prediction coe�cients, IM is the identity matrix of size M , and
LA denotes the prediction order. The linear prediction matrices {Ax,i}i are
computed by minimizing the mean squared value of x̃(n), which leads to
normal equations (appendix 4.B).

According to (4.4), ∃F(q) = [f1(q) · · · fM(q)]T such that:

FT (q)x(n) = FT (q)H(q)s̃(n) = s̃(n) (4.16)
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Figure 4.9: Source periodogram, spectrums of AR processes estimated using
the clean and the reverberant signals (l = 20,M = 8).

Form (4.16), we see that x(n) is an autoregressive process.

As x(n) =

Lh−1∑
i=0

his̃(n− i), the innovation process (the part of x(n) that can

not be predicted from previous samples) is

xinov(n) ≈ h0s̃(n) (4.17)

where h0 = H(+∞) represents the �rst vector coe�cient of the SIMO chan-
nel �lter (called the precursor coe�cient). The approximation in (4.17) is due
to the fact that s̃(n) is not perfectly white. Thus, using a long enough multi-
channel LP �lter

(
LA ≥ Lh − 1

M − 1

)
, solving the well-known normal equations

leads to [133]

x̃(n) = Ax(q)x(n) = xinov(n) ≈ h0s̃(n) (4.18)

The minimum prediction error covariance is

Σex(z) = Ax(z)Sxx(z)A†
x(z) ≈ h0σ

2eshT
0 (4.19)
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where σ2es is the energy of the scalar process s̃(n), and A†
x(z) =

LA∑
i=0

AH
x,iz

i is

the matched �lter associated to Ax(z). Therefore, the prediction error co-
variance has rank 1. Moreover, (4.19) allows estimating h0 (up to a scalar) as
the eigenvector corresponding to the maximum eigenvalue of the prediction
error covariance Σex.

Note that the estimated LP �lter Âx(q) and precursor coe�cient ĥ0 de-
pends only on the second order statistics of the reverberant signal. Thus,
the proposed approach can be easily extended to the presence of an additive
white noise, since the white noise variance can be identi�ed and compensated
for in the reverberant signal covariance matrix [132]. Further investigations
are considered in the section 4.6.2.

4.4.3 Dereverberation stage
As we have shown previously, if s̃(n) is white and the channel satisfy the no-
common zero condition, using a long enough multichannel linear predictor(

LA ≥ Lh − 1

M − 1

)
removes the multi-propagation e�ect, i.e.,

x̃(n) = Ax(q)x(n) = h0s̃(n)

A zero forcing equalizer can be de�ned by combining the multichannel LP
outputs:

FT
D&P(q) = ĥH

0 Âx(q) (4.20)
The proposed equalizer is called Delay-and-Predict (D-&-P). The choice of
the name is justi�ed in the section 4.6.1.
Note that ĥH

0 is the optimal gain combiner (the constant norm vector that
maximizes the energy of the desired signal output).
Finally, the dereverberated speech signal can be computed as:

ŝ(n) = FT
D&P(q)y(n) = ĥH

0 Âx(q)y(n) (4.21)

4.5 Whitening order optimization
A key parameter in our dereverberation scheme is the order of the whitening
�lter. In fact, if the correlation matrix of the pre-processed speech signal
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s̃(n) = as(q)s(n) is spherical and if we take a long enough multichannel LP
�lter

(
LA ≥ Lh−1

M−1

)
, Delay&Predict equalizes perfectly the channel. To in-

vestigate the choice of this parameter, we consider a rectangular room with
dimensions Lx = 8m Ly = 10m and Lz = 4m, and with wall re�ection coef-
�cients ρx = ρy = ρz = 0.9 (T60 ≈ 500ms). A speech signal with duration of
8.8s, and sampled at 8 kHz is used as the original source signal (�gure 4.10).
The reverberant speech signal is observed on 8-elements microphone array.
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Figure 4.10: Anechoic speech signal.

A computer implementation (graciously provided by Geert Rombouts from
K.U. Leuven) of the image method as described in [7, 139] is used to generate
synthetic room impulse response between the source and the microphones.
Figure 4.11 (a) plots the equalized channel (fD&P ∗ h) impulse response and
spectrum, and the spectrum of the whitened source speech signal (prepro-
cessed using a 20-order linear predictor). We remark that due to the fact
that the speech signal is a bandpass signal (observe values on very high and
low frequencies), the Delay-and-Predict equalizer has a tendency to amplify
the missing frequency components (as it is a zero-forcing equalizer); the fact
that degrade the dereverberation performance. However, if we keep increas-
ing the value of the order of the whitening LP �lter and specially if it exceed
the pitch period, this side e�ect is reduced (see �gure 4.11 (b)). In such a
case, the whitening LP is able to remove both short-terms and long-terms
correlations, and the signal s̃ �ts better the whiteness assumption.

Next, we consider the Direct to Reverberant energy Ratio (DRR) as an
evaluation criterion for the dereverberation accuracy:

DRR = 10 log10

{∑τ−1
t=0 h̃2(t)∑L−1
t=τ h̃2(t)

}
dB (4.22)
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Figure 4.11: Equalized channel impulse response and spectrum, and the
source preprocessed speech signal. (a) l = 20. (b) l = 100.

where h̃2(t) = h ∗ f(t) denotes the equalized channel, τ is the number of
samples to include as the direct component, and L = T60fs is the length of
the impulse response (T60 is the reverberation time, and fs is the sampling
frequency).
Figure 4.12 shows the curves of the output DRR (function of the whitening
�lter order) using 2, 4, and 8 microphone array setup (τ = 10ms). The order
l of the AR process as(q) (whitening order)is plotted in logarithmic scale
20 log10(l).
We observe two distinct behaviors (depending on the size of our microphone
array):
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Figure 4.12: The output DRR (function of the whitening �lter order), using
2, 4, and 8 microphones.

• If we have only 2-microphones, the two-channel �lter cannot be as-
sumed to be all-pass (spatiotemporal diversity is not enough). Then,
by increasing the order of the whitening �lter (l > 100) we are captur-
ing details belonging either to the clean speech, and/or the channel.
The whitening in the �rst stage will also remove some channel corre-
lation before the multichannel equalization. The fact that a�ects the
overall dereverberation accuracy.

• However, for the 8 microphone array setup, the all-pass multi-channel
assumption is better matched. Then by increasing the whitening LP or-
der, we remove essentially more source correlation. And the whiteness
assumption of s̃ is better �tted.

Remark that this problem is quite di�erent from the classic AR order se-
lection problem, where the estimation of the source correlations is troubled
by the �nite number of the available observations [23]. In our problem, we
assume having enough observations to have an accurate estimation of the
received signals correlations. The disturbance is due to the blind estimation
of the source color: the channels are not �at and the number of microphones
is not in�nite. The whitening order should optimize the tradeo� between
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the modeling error (limited source whitening) and the estimation error (due
to the blind estimation of the source correlations). In this section we pro-
pose, using a statistical room reverberation model, a design to optimize the
whitening order (function of the room characteristics, and the number of
subchannels).

4.5.1 Speech source whitening
As it is reported in the section 4.3.1, using the SRA theory one can show
that for frequencies f > fsch, the average reverberation spectrum is �at , i.e.,

〈|H (f)|2〉 =
1− β

πAβ

Then, the superposition of the spectra of the received signals can estimate
(up to a multiplicative factor) the source spectrum. As this common part is
due to the anechoic speech signal, it can be modeled as an AR process, i.e.,

s(n) =
1

as(q)
us(n) (4.23)

where us(n) is a zero-mean white process. The common AR coe�cients can
be estimated as those that minimize the sum of the squared prediction error
signal, averaged over the M microphones:

e =
M∑

m=1

∞∑
n=0

e2
m(n) =

M∑
m=1

∞∑

k=0

[
ym(n)−

l∑
j=1

ajym(n− j)

]2

(4.24)

The previous optimization problem leads to the normal equations:



ry,M(0) ry,M(1) · · · ry,M(l − 1)
ry,M(1) ry,M(0) · · · ry,M(l − 2)

... . . . ...
ry,M(l − 1) · · · ry,M(1) ry,M(0)




︸ ︷︷ ︸
Ry,M




âs,M(1)
âs,M(2)
...

âs,M(l)




︸ ︷︷ ︸bas,M

= −




ry,M(1)
ry,M(2)

...
ry,M(l)




︸ ︷︷ ︸
Py,M

where - ry,M(j) =
1

M

M∑
m=1

rymym(j) is the averaged correlation of the received

signals at time-lag j.
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- rymym(j) represents the correlation at the time-lag j of the received
signal at the mth microphone.

- {âs,M(j)}j are the common AR parameters estimate (computed by
solving the previous normal equations).
If the whitening �lter is estimated using the source correlations, s̃(n) =

as,M(q)s(n) =
bas,M (q)

as(q)
us(n) will be perfectly white if the AR order goes to

in�nity. However, as we use a noisy correlation, in�nite order is no longer
optimal. The optimal whitening order should be choosing as that minimizing
the mean of the prediction error variance σ2es = E {s̃(n)2}, i.e.,

l̂ = argmin
l

σ2es(l) (4.25)

On the other hand, the averaged received correlations ry,M(t) can be writ-
ten as a function of the source correlations rs(t) and the averaged channel
correlations rh,M(t) = 1

M

∑M
m=1 rhmhm(t) , i.e.,

ry,M(t) = rs(t) ∗ rh,M(t) (4.26)

By decomposing the averaged channel correlation into a deterministic and a
zero-mean random processes, we have:

ry,M(t) = c0


rs(t) +

c1√
M

rs ∗ rh̃,M(t)︸ ︷︷ ︸
re,M (t)


 (4.27)

where c0 = 1−β
πAβ

, and rh̃,M(t) is a zero-mean random process.
If we assume that c1√

(M)
¿ 1, using second-order approximation one can

show that

âs,M ≈ R−1
s ps +

c1√
M

(
R−1

s pe,M −R−1
s Re,MR−1

s ps

)
(4.28)

+
c2
1

M

(
R−1

s Re,MR−1
s Re,MR−1

s ps −R−1
s Re,MR−1

s pe,M

)

where Rs, and Re,M (resp. ps, pe,M) have the same structure as Ry,M (resp.
py,M), in which ry,M(t) is replaced by rs(t) and re,M(t). Then, we use the pre-
dictor âs,M (performed using the noisy source correlation ry,M(t)) to whiten
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the speech source. The prediction error variance is given by:

σ2
s̃(l)= σ2

s − âH
s,Mps − pH

s âs,M + âH
s,MRsâs,M (4.29)

= σ2
s − pH

s R−1
s ps

+
c2
1

M

(
pe,M −Re,MR−1

s ps

)H
R−1

s

(
pe,M −Re,MR−1

s ps

)

We observe that the prediction error variance can be decomposed into two
terms:

• A deterministic term σ2
s − pH

s R−1
s ps representing the error due to the

use of �nite order �lter predictor.

• A stochastic term
c2
1

M

(
R−1

e,Mpe,M−R−1
s ps

)H
Re,MR−1

s Re,M

(
R−1

e,Mpe,M−R−1
s ps

)

representing the error due to the use of noisy correlations ry,M(t) (in-
stead of the source correlations rs(t)) to estimate to source color. Note
that this term increases with the AR order, and is inversely propor-
tional to the number of microphones.

The whitening order should be optimized to give the best tradeo� between
these two terms.

4.5.2 Whitening order determination
Stochastic whitening order estimation
As we can see from (4.29), σ2es depends on the channel realization (via pe,M

and Re,M). These information are not available (our goal is to perform
blind equalization). Thus, we propose relaxing the cost function in (4.25),
and computing the prediction order that minimize the spatially averaged
prediction error variance, i.e.,

l̂ = argmin
l

〈
σ2es(l)〉 (4.30)

In such a way, we select a whitening order optimal in the average (over
source and microphones positions), but not necessarily for the given channel
realization. Note also that the (4.30) depends on the room statistics (function
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of the reverberation time, room volume...), but no-longer on the channel
realization. Knowing the source correlations and the statistics of the room
impulse response, one can have an analytical expression of 〈σ2es(l)〉. However,
this analytical expression is very complex to derive and to implement (even
using second order approximations). So that, we propose computing the
spatial averaging using a Monte-Carlo approach:

1. We generate Gaussian random channels h(t) using (4.10) (having the
same statistics as the room impulse responses)

2. We compute σ2es(l) using the random channels {rh(t)}t=1:l.

3. We average 〈σ2es(l)〉 over the random channel realizations.

Remark that 〈σ2es(l)〉 still dependent on the unknown source correlations (av-
eraged over a given period of time). However, the correlation details are not
relevant, only the shape of the speech correlations is important. So that, we
propose compute (4.30) using a priori speech correlation estimate rs(t) (av-
eraged over a long period of time, speakers ...). Fig. 4.13 subplots the curves
of the averaged prediction error 〈σ2es(l)〉 function of the whitening order for 2
and 4 microphones. As it was expected from (4.29), the optimal whitening
order for 4 microphones is higher than the one for 2 microphones. We also
remark that the optimization results are coherent with the dereverberation
results (Fig. 4.12).

Deterministic whitening order estimation
The order selected in the previous section is optimal in the average (over all
possible channel realizations), but not necessarily for the given source and
microphones position. In this section, we reconsider the blind AR order selec-
tion for a given channel realization (solving (4.25)). To solve this problem, we
propose looking to the AR modeling problem from a di�erent point of view:
the source correlations are considered as noisy version of the received signal
correlations (corrupted by the channel correlation inverse). On the other
hand, for large enough whitening order (such that the covariance matrices
Rs and Reh,M are almost band), we have:

Ry,M ≈ Reh,MRs

py,M ≈ Reh,Mps
(4.31)
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Figure 4.13: The averaged prediction error variance 〈σ2es〉 function of the
whitening order for 2 and 4 microphones.

Using these approximations,the prediction error variance becomes

σ2es(l) =
[
1 âH

M

]
Rs

[
1
âM

]
≈[

1 âH
M

]
R−1

h,MRy,M

[
1
âM

]
(4.32)

where Rs, Ry,M , and Rh,M are (l+1)×(l+1) matrices de�ned as in previous.
Finally, the unknown matrix R−1

h,M is replaced by its spatial average
〈
R−1

h,M

〉
:

σ2es(l) =
[

1 âH
M

] 〈
R−1

h,M

〉
Ry,M

[
1
âM

]
(4.33)

Once again, the expectation
〈
R−1

h,M

〉
is computed using Monte-Carlo method.

Fig. 4.14 subplots the curves of the prediction error σ2es computed by (4.32)
(using the source covariance matrix) or "blindly" by (4.33). We remark that
the minima in the two curves match well; and that (4.33) can be used to
select the whitening order. However, the approximation in (4.31) is valid only
for large order (l ≥ 100). Thus, it can happen that one sees some minima
for l < 100. Those minima should be ignored. Another drawback of this
approach is due to local minima. To alleviate this problem, we propose using
stochastic whitening order selection to situate approximately the optimal
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Figure 4.14: The prediction error variance σ2es computed using the source
covariance matrix (a), or using (4.33) (b).

order. Then deterministic whitening order selection is computed to select
the AR order for the given channel realization.

4.6 Speech dereverberation in noisy environ-
ment

The dereverberation algorithms are generally introduced in a noiseless envi-
ronment (the problem is still very di�cult even in this ideal case). However
for practical applications, the robustness of these algorithms to the presence
of additive noise is required. As we have seen in section (4.4), the multi-
variable linear prediction estimates blindly a zero-forcing equalizer (FD&P )
for SIMO channels. The equalizer depends only on the reverberant signal
second order statistics. Thus, the proposed approach can be easily extended
in the presence of an additive white noise, since the white noise variance can
be easily identi�ed and compensated for in the reverberant signal covariance
matrix. However, the presence of the additive noise has so far not been
considered for the design of the ZF equalizer, and the resulting equalizer is
no-longer optimal.
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In this section, we present two issues in the design of the LP-based equalizer
in order to increase the robustness of the scheme in the presence of additive
white noise:

• First, we investigate the e�ect of relative subchannel delay compensa-
tion on the output SNR. We show that such relative delay can reduce
considerably the output SNR.

• Then, we optimize the transformation of the multivariate prediction
�lter to a longer equalizer using the SNR criterion. The optimization
corresponds to MMSE-ZF design, and the �lter length increase allows
for the introduction of some equalization delay, that can also be opti-
mized.

This section does not focus the e�ect of the speech signal correlations, only
equalization accuracy is considered. Thus within this section (except indica-
tion of the contrary), the input signal s(n) refers to a white process.

4.6.1 Time delay compensation for LP equalization
Time delay compensation for SIMO dereverberation
Several authors point the lack of robustness of the LP equalizer in presence of
additive noise. In particular, the algorithm overall performance rely on the
particular realization of the multichannel precursor coe�cient h0, yielding
a prediction error signal with uncontrollable symbol-to-noise ratio [59]. In
[107], Li et al. remark that some problems may arise when h0 have small en-
tries. In [59], Gesbert and Duhamel use several multistep linear prediction to
triangularize the multichannel system. In such a way, the proposed prediction
scheme exploits the full channel structure. Thus, it provides more statistical
e�ciency in channel identi�cation. In this section, we suggest alleviating this
side e�ect by aligning the received signals on the various microphones (delay
compensation for direct path). We demonstrate that it leads not only to an
increase in the signal part energy

(
σ2

s ‖h0‖2), but also to a decrease on the
output MSE =

(
σ2

v tr
{
AxA

T
x

})
.

Theorem 1: For a noisy SIMO dereverberation problem, the output SNR
increases by relative subchannel delay compensation.
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Proof:
see appendix 4.A.

To illustrate the e�ect of the data alignment on the SNR of the LP out-
put, we consider the reverberation scenario described in section 4.5. A white
noise is used as the source signal (sampled at 8 Khz).
The Matched Filter Bound (MFB) is de�ned as

MFB =
σ2

s

σ2
v

‖H‖2 (4.34)

The MFB is be also called "channel SNR" [55]. The MFB can be interpreted
as the SNR of the maximum likelihood estimation of the input s(n) assuming
that all other inputs s(n) k 6= n are known [166]. It is clear that the MFB
constitute an upper bound on the output SNR. Furthermore, we consider the
evaluation criterion:

MFB

SNRout

≥ 1 (4.35)

Note that for any zero-forcing equalizer (particularly D-&-P), this criterion
do not depend on σ2

s

σ2
v

.
Figure 4.15 compares the performance of the LP algorithms with and without
relative time-delay compensation (averaged over 100 Monte Carlo runs). One
can remark that the alignment of the received signals increases the robustness
of the algorithm to additive noise, specially when the number of subchannels
increases.
Taking into consideration the relative subchannel time delay compensation,
the spatiotemporal zero-forcing equalizer becomes

FD&P(q) = hH
0 ALp(q)D(q) (4.36)

where D(q) is a diagonal matrix of delays aligning the direct path contribu-
tions in the M reverberant signal.
We called the dereverberation scheme �Delay-and-Predict (D-&-P) equal-
izer� as opposed to �Delay-and-Sum (D-&-S) beamformer�. Remark that
the D-&-S beamformer is a special case of the D-&-P equalizer (where the
multichannel linear prediction order LA = 0).
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with and without relative time-delay compensation.

Interpretation in terms of Generalized Sidelobe Canceller (GSC)
Multivariable linear prediction based equalizer can be interpreted as a par-
ticular generalized sidelobe canceller (�gure 4.16). Assuming the precursor
coe�cient h0 is known, the desired response signal d(n) is performed by a
spatial matched �ltering. Taking into consideration the input whiteness, the
noise reference signal is computed using time-delay operation.
One can easily show that the noise reduction causal Winner �lter can be
expressed as

WD&P (q) = hH
0 (IM − Ax(q)) (4.37)

where Ax(q) is a multivariable linear predictor assumed to be long enough
to equalize the channel (i.e. A−1

x H(q) = h0).
Thus, the multivariable linear prediction based equalizer and the previously
described generalized sidelobe canceller coincide:

ŝ(n) = hH
0 x(n)−WD&P (q)x(n− 1)

= hH
0 Ax(q)x(n)

= FD&P (q)x(n) (4.38)
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Figure 4.16: GSC interpretation of the LP based equalization.

Interpreting the D&P as a GSC provides some intuitions on the e�ect of the
relative delay compensation on the dereverberation accuracy. In fact, us-
ing relative time delay compensation leads to an optimally weighted spatial
�ltering, which leads to better noise reduction (in the direct branch), and
better enhancement accuracy of the overall scheme.

Next, we comment the di�erence between the multivariable linear predic-
tion based equalization and the classic generalized sidelobe cancellation. The
classic GSC scheme exploits spatial prior information to compute the noise
reference z(n) instead of using statistical prior (input whiteness). The block-
ing channel h⊥

H

0 removes the contribution of s(n) and yield to the noise
reference signal z(n). Then, a causal noise canceller WGSC(q) is applied to
eliminate the stationary noise that leaks through the sidelobes of the �xed
beamformer hH

0

The major drawback of such scheme is that it leads to a reduction of the
spatial dimension of the SIMO problem . For instance, in two microphone
array con�guration, we show, in appendix 4.C, that if h⊥

H

0 qH(q) is mini-
mum phase, the noise canceller WGSC(q) has an in�nite length, and can be
expressed as

WGSC(q) =
hH

0 (A−1
x (q)− I)h0

h⊥H

0 A−1
x (q)h0

=
hH

0 H(q)− ‖h0‖2

h⊥H

0 H(q)
(4.39)

We show also that, if h⊥H

0 qH(q) is non-minimum phase, perfect dereverbera-
tion is no-longer possible using a GSC scheme. And even when perfect dere-
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Figure 4.17: Generalized Sidelobe Cancellation scheme.

verberation is possible, it can not be performed using FIR �lters. Contrary
to GSC scheme, in the LP based approach, the multi-channel delay-spread
diversity enables FIR perfect dereverberation.

Time delay estimation in multipath propagation environment
Time Delay Estimation (TDE) is a classic signal processing problem. In its
simplest form, a signal is emitted from a source, and arrives with additive
noise at two (or several) spatially separated sensors with di�erent delays and
attenuations, i.e.

x1(n) = s(n) + v1(n)
x2(n) = αs(n− τ o) + v2(n)

(4.40)

In spite of its simple structure, several approaches based on quite di�erent
points of view have been proposed and studied to solve the problem [207].
The classical methods for TDE are based on cross-correlation (CC) and gen-
eralized cross-correlation (GCC) functions [96].

Assuming the signal s(n) and noises (v1(n), v2(n)) are mutually indepen-
dent processes, the cross correlation function between the received signals is
given by:

R12(τ) = E[x1(n)x2(n + τ)]

=
∫

f
X1(f)XH

2 (f)ej2πfτdf

= αRss (τ − τ o) (4.41)
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where X1(f) and X2(f) denotes respectively the Fourier transform of the
processes x1(n), and x2(n); and (.)H represents the transpose conjugation.
It is clear that the delay τ o can be estimated by locating the peak of R12(τ).
Typically, a parabolic �t is performed about the peak in R12(τ) to achieve
sub-sample resolution.

In reality, multi-path propagation can cause signi�cant time delay esti-
mator bias and ambiguities which can not be solved by the temporal CC
method alone.

The generalized cross-correlation method extends the previous technique
by introducing a weighting function, W (f):

R12(τ) =
∫

f
W (f)X1(f)XH

2 (f)ej2πfτdf (4.42)

There exist many publications investigating the design and the e�ect of this
weighting function, but still insu�cient to solve the bias introduced by multi-
path propagation [99]. Moreover, in all cases cross-correlation based tech-
niques align the most powerful delays. However, due to the multi-path prop-
agation, it does not correspond generally to the �rst path alignment. To face
this problem, we reduce the multi-path propagation e�ect using multistep
multichannel linear prediction. Next, we apply the cross-correlation tech-
niques on the multi-steps LP residual signals (rather on the received signal).

Consider now the problem of predicting x(n) from the LB observations
[xT (n−λ) · · ·xT (n−λ+LB)]T (λ ≥ 1 is the prediction step). The prediction
error signal is given by:

x̃(n) = x(n) +

LB−1∑
i=0

Bx,ix(n− λ− i) (4.43)

where {Bx,i}i are the matrices of the multistep multichannel LP coe�cients,
and LB denotes the order of the multi-steps linear prediction.

Using the same reasoning as in the section 4.4.2, one can show that,
using a long enough multichannel LP �lter

(
LB ≥ Lh−λ

M−1

)
, the prediction error

becomes

x̃(n) = xinov(n) ≈
λ−1∑
i=1

his̃(n− i) (4.44)
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Thus, the multi-step forward linear prediction "shorten" the impulse response
{hi}i, and removes all correlations at time-lag τ > λ.

Thus, if there exists a time-lag λ0 such that the direct paths on all chan-
nels are situated before and all re�ections after (�gure 4.18), the multi-path
propagation problem can be alleviated by considering the multistep multi-
channel linear prediction with delay λ = λ0. In such a case, the residual
signal contains all/only the contributions of the �rst paths. Then, apply-
ing cross-correlation on the LP residual signal allows the alignment of the
received signals.

Figure 4.18: A case where direct paths and reverberation are separable.

However, if the microphones are not too close, some early re�ections can
arrive on some channels before direct paths on some other channels. In such
a case, it will be impossible to �nd λ0. Therefore, if λ0 does not exist or if
a prior information is not available, we propose an iterative scheme to align
the received signals:

1. perform multichannel LP (multi-step LP with a time-lag λ = 1)

2. compute ĥ0, which can be estimated as the eigenvector corresponding
to the maximum eigenvalue of the LP residual correlation matrix

3. detect the positions of non-zero coe�cients in ĥ0, and delay the corre-
sponding received signals by 1
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4. repeat, until all received signals are aligned.

To illustrate the proposed scheme, we will take a simple example. Let us
consider the channel impulse response:

h =

[
0 · · · 0 0.9 1.1 0 · · · 0
0 · · · 0 0 1 0 · · · 0

]

From the cross-correlation point of view, the two subchannels are well aligned.
However, direct paths are not. On the other hand, the eigenvector corre-
sponding to the maximum eigenvalue of the LP residual correlation matrix
estimates (up a scalar) ĥ0 ∝

[
0.9
0

]
.

According to ĥ0 , we should delay the �rst subchannel:
[

q−1x1(n)
x2(n)

]
=

[
q−1bfh1(n)

bfh2(n)

]
∗ s̃(n)

=

[
0 · · · 0 0 0.9 1.1 0 · · · 0
0 · · · 0 0 1 0 0 · · · 0

]
∗ s̃(n)

Finally, by re-estimating ĥ0 ∝
[

0.9
1

]
, we observe that the two channels are

aligned.

The major drawback of the proposed scheme is that the alignment reso-
lution is equal to the sampling period. To increase the delay resolution, this
procedure can be followed by a CC based re�nement step, possibly using
multichannel LP residuals.

4.6.2 MMSE-ZF LP post�ltering for blind multichannel
equalization

The output of the multichannel linear predictor is
x(n) = h0s(n) + Ax(q)v(n) (4.45)

In original LP equalizer, the columns of the predictor Ax(q) = I+
∑

i=1 Ax,iq
−i

are combined using the weighing vector hH
0 , i.e.,

FLP (q) = hH
0 Ax(q) (4.46)
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This choice maximizes the power of the signal part but not necessarily the
output SNR. In[55], Gazzah computes the weighing vector by maximizing
the output SNR, i.e.,

w = argmax
w

σ2
s

σ2
v

‖w‖2

wAxAH
x wH

(4.47)

The proposed equalizer is:

FMLP (q) = hH
0 (AxA

H
x )−1Ax(q) (4.48)

where Ax = [IMAx,1 · · ·Ax,LA
]. The author shows that the proposed equal-

izer output not only outperforms the original LP equalizer, but also attains
the lowest achievable (by any no-delay ZF equalizer) MSE.

In the following, we generalize the previous approach by considering a weight-
ing �lters to combines the columns of the Ax(q). This will allow the design
of non-zero-delay ZF equalizer. For a given length �lter Lw, and an equal-
ization delay d ≤ (Lw − 1) The weighting �lter are optimized by maximizing
the output SNR, under the d-delay zero-forcing constraint, .i.e.





w = argmax
w

σ2
s

σ2
v

1

1

2πj

∮
w(q)Ax(q)A

†
x(q)w

†(q)
dz

z
w(q).h0 = q−d

(4.49)

where A†
x(q) =

∑LA

i=1 Ax,iq
i denotes the Ax(q) matched �lter.

To solve the optimization problem, it is easier to �rst form the (Lw.M) ×
((Lw+L−1).M) and (Lw.M)× Lw block Toeplitz matrices

A =




IM Ax,1 · · · Ax,LA
0 · · · 0

0 IM Ax,1 · · · Ax,LA

. . . ...
... . . . . . . . . .
... . . . . . . . . .
0 · · · 0 IM Ax,1 · · · Ax,LA




H0 =




h0 0 · · · 0
0 h0 · · · 0
... . . . ...
0 · · · 0 h0



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The optimization in (4.49) becomes
{

WLw,d = argmin
W

WRwWH

WLw,dH0 = ed

(4.50)

where W = [w1 · · ·wLw ] is a (M.Lw) vector characterizing the weighting
�lter coe�cients

(
w(q) =

∑Lw

i=1 wiq
−i

)
, Rw = σ2

vAAH represents the output
noise covariance matrix, and ed = [0...0 1 0...0] is the (d + 1)th vector of the
IRLw canonical basis. Using Lagrange optimization, on can show that the
optimal weighting �lter is given by

WLw,d = ed

(
HH

0 R−1
w H0

)−1
HH

0 R−1
w (4.51)

The achieved output MSE is

MSE = σ2
ved

(
HH

0 R−1
w H0

)−1
eH

d (4.52)

Note that the delay d ≥ 0 can be easily optimized by minimizing the out-
put MSE. The optimal delay correspond to the largest diagonal element of
ed

(
HH

0 R−1
w H0

)−1.

Special cases:

• For Lw = 1, d = 0, we recover the solution proposed in [55], i.e.,

W1,0 ∝ h0

(
AAH

)−1 (4.53)

• If Lw → ∞, and for an appropriate choice of the delay d∞, one can
show that

w∞,d∞(q) =
(
hH

0 A−†(q)A−1(q)h0

)−1
hH

0 A−†(q)A−1(q) (4.54)

Exploiting the fact that A−1(q)h0 = H(q), one can show that the ob-
tained ZF equalizer corresponds to the MMSE-ZF equalizer:

F∞,d∞(q) = w∞,d∞(q)A(q) (4.55)
=

(
H†(q)H(q)

)−1
H†(q)
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Next, we illustrate the behavior of the proposed scheme, and we provide
a comparison with the scheme proposed in[55] and the classic MMSE-ZF
equalizer. Monte-Carlo simulations are constructed using the reverberation
scenario described in section 4.5. A white noise is used as the source signal.

Figure 4.19 compares the performance of the di�erent ZF equalizer (av-
eraged over 10 Monte Carlo runs). We verify that if we consider zero delay
equalization, increasing the order of weighting �lter do not increase the per-
formance; which is coherent with the results reported in[55]. On the other
hand, despite achieving the MMSE-ZF equalization performance requires
long �lters and large delays (due to the acoustic channel length); consider-
able gains can be achieved by allowing even small delays (7.5 dB using 9 taps
weighting �lters (M=8)).
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Figure 4.19: MFB

SNRout

for di�erent ZF equalization scheme(averaged over 20
Monte Carlo runs).

Then, we investigate the performance of the proposed scheme function of the
number of sub-channels M (�gure 4.20). Curves show that the gain, due
to the use of non-zero delay equalization, increases with M . The reason is:
the more sub-channel we have, the more freedom degrees (in the weighting
�lters) we can optimize, and the better output SNR we achieve.



4.6 Speech dereverberation in noisy environment 135

0 10 20 30 40 50 60 70 80 90 100
4

5

6

7

8

9

10

11

Equalizer length

M
FB

 / 
SN

R

M=8
M=4

Figure 4.20: MFB
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for non-zero delay ZF equalization function of the
number of sub-channels.

We next illustrate the behaviour of the proposed scheme applied to speech
dereverberation, and we provide a comparison with the classic Delay-&-
Predict equalizer. A speech signal with duration of 8.8s, and sampled at
8 kHz is used as the original source signal. The reverberant speech signal is
observed on 2 distinct microphones. The post-�lter length (then the equal-
ization delay) is constrained to be Lw ≤ 100. Figure 4.21 plots the Signal-
to-Echo+Noise Ratio (SENR =

∑
k s(k)2

∑
k(s(k)− ŝ(k))2

) as function of the input

Signal-to-Noise Ratio (SNR =

∑
k(y(k)− v(k))2

∑
k v(k)2

). Curves show that, in all
regions, the Robust D-&-P performs better than both the classic D-&-P and
D-&-S. Particularly in noisy environment, the post-�ltering becomes essen-
tial in order to have acceptable enhancement accuracy. On the other hand,
one can also remark that the post-processing still has a positive e�ect even in
absence of ambient noise (SNR=60 dB). The reason is that the post-�ltering
compensates also for the errors due to the estimation of the clean spectrum
(the estimation is done by averaging only two observation spectra).
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Figure 4.21: The SENR function of the input SNR.

Robust Delay-&-Predict Equalization under channel length under-
estimation

Ambient noise is not the unique origin of the additive noise. In fact, acoustic
reverberation is theoretically in�nite. As we assume that the channel has a
�nite length Lh, the late reverberation will be considered as additive noise,
i.e.,

y(k) =

Lh−1∑
i=0

his(k − i) +
∞∑

i=Lh

his(k − i)

︸ ︷︷ ︸
v(k)

. (4.56)

Classically the channel length is chosen long enough such that the energy
of the additive noise is negligible (typically Lh ≥ T60fs). With such choice,
the acoustic channels may have considerable lengths in real propagation en-
vironments. Hence, the algorithm may be computationally very expensive.
In this section, we investigate the e�ect on the dereverberation performance
of the underestimation of the reverberation response.
We model the late reverberation as a spherically di�use noise [101] (although
strictly specking this additive noise (late reverberation) is neither white nor
independent from the reverberated signal). Then, we apply the post-�ltering
designed in the previous section to reduce the noise e�ect. We consider the
Direct to Reverberant energy Ratio (DRR) as an evaluation criterion for the
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dereverberation accuracy:

DRR = 10 log10

{∑τ−1
t=0 h̃2(t)∑L−1
t=τ h̃2(t)

}
dB (4.57)

where h̃2(t) = h ∗ f(t) =
∑

i hift−i denotes the equalized channel (with a
given equalizer f(q)), and τ is the number of samples to include as the direct
component. The choice of the parameter τ depends on the application (how
much early and late reverberation is annoying in the given application). By
increasing the value of τ , we give more weight to the degradation due to
the late reverberation. If τ is small (τ ≤ 1 ms), the DRR criterion will
be correlated with the dereverberation SENR (equal if the input is white).
Figures 4.22 and 4.23 plots the curves of the output DRR of the classic, robust
Delay-&-Predict equalizers, and the Delay-&-Sum beamformer (function of
the assumed channel length), respectively using 2 and 4 microphone array
setup (for τ = 10 ms and τ = 1 ms).
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Figure 4.22: The output DRR function of the assumed channel length, using
2 microphone array setup (τ = 10 ms and τ = 1 ms)).

In these simulations, the channel length is �nite (Lh = 2000). One can
remark that the robust D-&-P outperforms the classic D-&-P in terms of
dereverberation accuracy. Then, it is more robust to the channel length
underestimation. In all cases, the two schemes (classic and robust D-&-P)
outperform the D-&-S beamformer. Remark also that even when the channel
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Figure 4.23: The output DRR function of the assumed channel length, using
4 microphone array setup (τ = 10 ms and τ = 1 ms).

length is over-estimated, the robust D-&-P still performs better than the
classic scheme, especially when only few microphones are available. As stated
in previous, this is due to the fact that the robust D-&-P can compensate
for the errors due to the estimation of the source correlations. These errors
are more considerable as the number of microphones decreases.

4.7 Experimental results
In this section, we compare the accuracy of the Delay-&-Predict equaliza-
tion, and the Delay-&-Sum beamforming using impulse responses measured
in real environment, and real speech signal. the channel impulse responses
are taking from the MARDY database, the convolved with a real speech
signal sampled at 8kHz, and having a duration of 8.8s (�gure 4.10). The dis-
tance between the source and the microphones is d = 3m. As an evaluation
criterion, we consider the DRR (τ = 1ms). Figure 4.24 shows that the D-&-P
outperforms the D-&-S (in terms of DRR). For instance, the 2-microphones
D-&-P performs better than the 8-microphones D-&-S. The D-&-P equalizer
is particularly e�cient if only few microphones are available. This is due to
the fact that multichannel linear prediction performs well even using only
two microphones; whereas the beamforming technique becomes an equalizer
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only as the number of microphones increases.

Figure 4.24: The D-&-P, D-&-S, and average reverberant channel DRR (for
2, 4, and 8 microphones).

The output DRR has straightforward interpretation; and it can provide in-
dications of the perceived audio quality in some cases [199]. Unfortunately,
the output DRR shows a limited correlation with perceived speech quality.
Figure 4.25 compares of the PESQ of our proposed scheme and D-&-S beam-
forming, and the average PESQ of the reverberant signals.
Again, we see that the Delay-&-Sum beamformer gives poor results using a
few number of microphones . However, the Delay-&-Predict scheme enhance
the speech signal even using only 2 microphones.

4.8 Conclusion
In this chapter, a linear prediction based dereverberation technique was pro-
posed. The multichannel reverberation impulse response is assumed station-
ary enough to allow estimation of the correlations it induces in the received
signals. Spatial, temporal, and spectral diversities are exploited to trans-
form the source speech signal into a whiter signal. An equalizer is then
computed based on a multichannel linear prediction technique. Simulations
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Figure 4.25: The D-&-P, D-&-S, and averaged reverberant channel PESQ
(for 2, 4, and 8 microphones).

show that the Delay-and-Predict equalizer performs better than the delay-
and-Sum beamformer, specially if only few microphones are available. We
have also considered two robustness issues in the design of the LP-based
equalizer in the presence of additive white noise. First, we have investigated
the e�ect of relative subchannel delay compensation on the output SNR. We
show that such relative delay compensation can increase considerably the
output SNR. Then, we have optimized the transformation of the multivari-
ate prediction �lter to a longer equalizer �lter using the SNR criterion. The
optimization corresponds to MMSE-ZF design, and the �lter length increase
allows for the introduction of some equalization delay, that can also be opti-
mized. Simulations show that considerable gains can be achieved by allowing
even small equalization delays.
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4.A Proof of Theorem 1
We consider the noisy SIMO system with M outputs:

x(n) =

Lh−1∑
i=0

his(n− i) + v(n) (4.58)

where the channel noise v is assumed zero mean white process. The input
signal and the noise covariances are denoted respectively E {s2(n)} = σ2

s ,
and E

{
v(n)vT (n)

}
= σ2

vIM . If σ2
v is known, one can compensate for the

noise covariance in the reverberant signal covariance matrix. And noise-free
multichannel LP can be computed (using the cleaned covariance matrix).
This linear predictor is then applied to the noisy signal x(n).
To describe the blind linear predictive algorithm, it is easier to �rst form the
(LAM)× (LA+Lh−1) block Toeplitz matrix [43]

H =




h0 h1 · · · h
Lh−1

0 · · · 0

0 h0 h1 · · · h
Lh−1

. . . ...
... . . . . . . . . . 0
0 · · · 0 h0 h1 · · · h

Lh−1




Equation (4.58) can be now written :
xLA

(n) = H sLA
(n) + vLA

(n) (4.59)

where: xLA
(n) =

[
xT (n) · · · xT (n−LA+1)

]T , sLA
(n) =

[
s(n) · · · s(n−LA−Lh+2)

]T ,
and vLA

(n) =
[

vT (n) · · · vT (n−LA+1)
]T .

With this notation, one can show that if H(q) =
∑Lh−1

i=0 hiq
−i has no zeros,

the matrix H has full column rank. Then, the pseudoinverse H# exists, and
the multichannel LP coe�cients are given by [43]

[
A

LA,1
· · · A

LA,LA

]
= − [

h1 · · ·hLh−1
0 · · · 0 ]

H#

By applying the linear prediction to the noisy observation, the residual signal
becomes:

x̃(n) = x(n) +

LA∑
i=1

ALA,ix(n− i)

= h0s(n) +

LA∑
i=0

ALA,iv(n− i) (4.60)
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The output MSE is given by

MSE = σ2
vtr

{
IM +

LA∑
i=1

ALA,iA
T
LA,i

}

= σ2
vtr





IM+
[
h1 · · ·hLh−1

0 · · · 0] (
HTH

)−1




hT
1...

hT
Lh−1

0
...
0








where tr {.} denotes the trace operator.
Note that the MSE depends only on the (Lh − 1) × (Lh − 1) upper block
of the matrix

(
HTH

)−1. On the other hand, taking into consideration the
whiteness of reverberation and its decaying energy (statistical channel model
in (4.10)), one can show that this (Lh − 1)× (Lh − 1) upper block is almost
diagonal, and that the MSE is given by

MSE = σ2
v

(
M +

||h1||2
||h0||2 +

||h2||2
||h0||2 + ||h1||2 + · · ·

+ · · · +
||h

Lh−1
||2

||h0||2 + · · ·+ ||h
Lh−2

||2
)

(4.61)

The above equation shows how critical the energy of h0 is. In fact if ‖h0‖2 →
0, not only the desired signal energy (σ2

s ‖h0‖2) → 0, but also the MSE→∞.
On the other hand, one can show that

∂MSE
∂||h0||2 < 0. (4.62)

Equation (4.62) is not su�cient to prove that the relative compensation
decreases the output MSE. In fact, by aligning the received data, we are not
increasing the energy of h0 independently of hi i 6= 0. We denote {δi}i≥0 the
di�erence between the energy of the ith channel tap before and after relative
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delay compensation. After time aligning, the output MSE becomes:

MSE = σ2
v

(
M +

||h1||2 + δ1

||h0||2 + δ0

+
||h2||2 + δ2

||h0||2 + ||h1||2 + δ0 + δ1

+ · · · +
||h

Lh−1
||2 + δ

Lh−1

||h0||2 + · · ·+ ||h
Lh−2

||2 + δ0 + · · ·+ δ
Lh−2

)

At �rst, we consider the delay compensation of only one subchannel. We
denote by τd 6= 0 the relative delay of this subchannel. Energy conservation
leads to:

∞∑
s=0

δk+sτd
= 0 k ∈ [0, (τd − 1)]

If we assume the channel energy to be decreasing with time lag and/or the
relative delay τd is large enough, we have (�gure 4.26):

δi > 0 , ∀i < τd

δi < 0 , ∀i ≥ τd

Figure 4.26: Subchannel impulse response before and after relative delay
compensation .

Now, we consider the relative time compensation of the whole multichannel.
τd 6= 0 will denote the minimum non-zero relative delay on di�erent subchan-
nels. If M increases, and if the subchannel impulse responses follow (4.10),
we have:

δi

δ0 + · · ·+ δi−1

≈ ||hi||2
||h0||2 + · · ·+ ||hi−1||2 ∀i < τd

δi

δ0 + · · ·+ δi−1

<
||hi||2

||h0||2 + · · ·+ ||hi−1||2 ∀i ≥ τd
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Therefore, the output MSE decreases after relative delay compensation. On
the other hand, the desired signal energy (σ2

s ‖h0‖2) increases.

Conclusion: By aligning the received data, the output SNR =
σ2

s ‖h0‖2

MSE
increases.
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4.B Multichannel LP computation and adap-
tation

Consider the problem of predicting x(n) from the LA latest observations
xLA

(n−1) = [xT (n−1) · · ·xT (n−LA)]T . The prediction error is given by:

x̃(n) = x(n) +

LA∑
i=1

Ax,ix(n− i) = AxxLA+1(n) (4.63)

where Ax = [IM Ax,1 · · · Ax,LA
], {Ax,i}i represents M × M matrices of

the linear prediction coe�cients, IM is the identity matrix of size M , and
LA denotes the prediction order. The spatio-temporal prediction �lter is
adapted by considering an RLS problem. In fact, the linear prediction ma-
trices {Ax,i}i are computed by minimizing the mean squared value of x̃(n),
i.e.,





min
Ai

J(n) =
N−1∑

k=0

‖x̃(n− k)‖2

A0 = IM

(4.64)

where N is the length of the frame in which the channel is assumed to be
stationary. J(n) is a recursive-in-time measure which changes at each point to
re�ect the arrival of a new data sample. The objective of the RLS algorithm
is to maintain a solution which is optimal with respect to (4.64) at each
iteration.
Di�erentiating (4.64) leads:

∂J(n)

∂Ax,i0

= 2
N−1∑

k=0

x̃(n− k)xT (n− k − i)

= 2
N−1∑

k=0

LA∑
i=0

Ax,i

(
x(n− k − i)xT (n− k − i0)

)

= 2

LA∑
i=0

Ax,iR
T
i0,i(n)

with Ri,j(n) =
N−1∑

k=0

x(n− k − i)xT (n− k − j).
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Transposing, and equating to zero leads to a set of a block normal equa-
tions

Rx(n) A(n) = Px(n) (4.65)

where - Rx(n) =




R1,1(n) · · · R1,LA
(n)

... ...
RLA,1(n) · · · RLA,LA

(n)




- A(n) =




AT
x,1(n)
...

AT
x,LA

(n)




- Px(n) = −




R1,0(n)
...

RLA,0(n)




Note that Rx(n) can be computed recursively using

Rx(n) = Rx(n− 1) + xLA
(n)xLA

(n)T − xLA
(n−N)xLA

(n−N)T (4.66)

Thus, we can solve the problem recursively using

R−1
x (n− 1

2
) = R−1

x (n− 1)− R−1
x (n− 1)xLA

(n)xT
LA

(n)R−1
x (n− 1)

1 + xT
LA

(n)R−1
x (n− 1)xLA

(n)

R−1
x (n) = R−1

x (n− 1

2
) +

R−1
x (n− 1

2
xLA

(n−N)xT
LA

(n−N)R−1
x (n− 1

2
)

1− xT
LA

(n−N)R−1
x (n− 1

2
)xLA

(n−N)
(4.67)

Px(n) = Px(n− 1)− xLA
(n− 1)xT (n) + xLA

(n−N − 1)xT (n−N)
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In summary, the multichannel linear prediction coe�cient are updated as:

C(n) = R−1
x (n)xLA

(n)

γk = 1 + xT
LA

(n)C(n)

R−1
x (n− 1

2
) = R−1

x (n)−C(n)γ−1CT (n)

Px(n +
1

2
) = Px(n)− xLA

(n)xT (n + 1)

D(n) = R−1
x (n− 1

2
)xLA

(n−N + 1)

δk = 1− xLA
(n−N + 1)TD(n)

R−1
x (n + 1) = R−1(n− 1

2
) + D(n)δ−1DT (n)

Px(n + 1) = Px(n +
1

2
) + xLA

(n−N)xT
LA

(n−N + 1)

A(n + 1) = R−1
x (n + 1)Px(n + 1)

The spatial covariance matrix update
The sampled spatial covariance matrix is de�ned as

Σx̃(n) =
N−1∑

k=0

x̃(n− k)x̃T (n− k) (4.68)

Using the same approach, we compute recursively the previous quantity using

Σ−1
x̃ (n +

1

2
) = Σ−1

x̃ (n− 1)− Σ−1
x̃ (n− 1)x̃(n)x̃T (n)Σ−1

x̃ (n− 1)

1 + x̃T (n)R−1
x (n)x̃(n)

Σ−1
x̃ (n + 1) = Σ−1

x̃ (n +
1

2
) +

Σ−1
x̃ (n + 1

2
)x̃(n−N)x̃T (n−N)Σ−1

x̃ (n + 1
2
)

1− x̃T (n−N)R−1
x (n + 1

2
)x̃T (n−N)
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4.C GSC for speech dereverberation
Let us consider the con�guration where the reverberant speech signal is ob-
served on two distinct microphones

x(n) = H(q)s(n) =

Lh∑
i=0

his(n− i) (4.69)

we denotes by hd(q) = hH
0 H(q) and hz(q) = h⊥

H

0 H(q) the two scalar �lters
characterizing the reverberation in the desired and noise reference signals
respectively. We assume that qhz(q) is minimum phase (remark that qhz(q)
is causal as the zero-lag component of hz(q) is equal to zero).
The noise canceller WGSC(q) is designed to perform the causal LMMSE esti-
mation of d(n) from the noise reference {z(n), z(n− 1), · · ·}. Function of the
(cross) second order statistics of the desired signal and the noise reference,
the causal-Wiener �lter can be expressed as:

WGSC(q) =
1

S+
zz(q)

{
Sdz(q)

S+
zz(q

−1)

}

+

(4.70)

where

• {G(q)}+ : takes the causal part of G(q).

• Szz(q) = S+
zz(q)S

+
zz(q

−1) : is the spectral factorization. Subject to
certain conditions, a power spectral density function (PSDF) can be
factored into its causal minimum-phase factor S+

zz(q) and its anti-causal
maximum phase counterpart S+

zz(q
−1).

Taking into consideration the SIMO propagation structure, the PSDF of the
noise reference can be written as:

Szz(q) = h⊥
H

0 Syy(q)h
⊥
0

= h⊥
H

0 A−1
x (q)h0σ

2
sh

HA−†
x (q)h⊥0

On the other hand, as the linear predictor is chosen long enough (to equalize
perfectly the channel), i.e.,

A−1
x (q)h0 = H(q) (4.71)
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The PSDF of the noise reference becomes

Szz(q) = h⊥
H

0 A−1
x (q)h0︸ ︷︷ ︸

hz(q)

σ2
s hHA−†

x (q)h⊥0︸ ︷︷ ︸
hz(q−1)

(4.72)

As qhz(q) is assumed minimum phase, the spectral factorization of Szz can
be expressed as

Szz(q) = (qσshz(q))︸ ︷︷ ︸
S+

zz(q)

.
(
q−1σshz(q

−1)
)

︸ ︷︷ ︸
S+

zz(q−1)

(4.73)

Finally the noise canceller is given by:

WGSC(q) =
1

qσshz(q)

{
σ2

shd(q)hz(q))

q−1σshz(q−1)

}

+

=
1

qhz(q)
{qhd(q)}+

=
hd(q)− ‖h0‖2

hz(q)
=

hH
0 (A−1

x (q)− I)h0

h⊥H

0 A−1
x (q)h0

(4.74)

In sum, if qhz(q) is minimum phase, the generalized sidelobe cancellation
enables perfect dereverberation:

ŝ(n) = d(n)−WGSC(q)z(n)

= hd(q)s(n)− hd(q)− ‖h0‖2

hz(q)
hz(q)s(n)

∝ s(n)

If qhz(q) is non-minimum phase, hd(q)−‖h0‖2
hz(q)

is no-longer stable and perfect
dereverberation is no-longer possible using GSC scheme. On the other hand,
It has be shown that the energy of minimum phase system is most concen-
trated in the beginning, i.e., the energy of minimum phase systems is delayed
the least of all systems having the same magnitude response function [127].
Taking this remark into consideration, relative time delay compensation is
also bene�cial for a GSC scheme: the channel alignment concentrate the
energy of H(q) (then of qhz(q)) around n = 0.
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Part II

CWCU Estimation and
Application to Mobile

Localization
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Chapter 5

CWCU Bayesian Parameter
Estimation

Bayesian parameter estimation techniques such as Linear Minimum Mean
Squared Error (LMMSE) often lead to useful MSE reduction, but they also
introduce a bias (annoying in several applications). In this chapter, we in-
troduce the concept of Component-Wise Conditionally Unbiased (CWCU)
Bayesian parameter estimation, in which unbiasedness is forced for one pa-
rameter at a time. The more general introduction of the CWCU concept is
motivated by LMMSE channel estimation, for which the implications of the
concept are illustrated in various ways, including the e�ect on angle of arrival
estimation, repercussion for trained channel estimation etc. Motivated by the
channel tracking application, we also introduce CWCU Kalman �ltering.



154 Chapter 5 CWCU Bayesian Parameter Estimation

5.1 Introduction
In most applications, estimator designs are subject to a tradeo� between bias
and variance. Bias is due to 'mismatch' between the average value of the es-
timator and the true parameter (conditional bias); whereas variance arises
from �uctuations in the estimator due to statistical sampling.

If prior information on the parameter statistics is available, Bayesian estima-
tion theory shows that under the Bayesian unbiasedness constraint, the MSE
is bounded below by the Bayesian Cramer-Rao Bound (B-CRB). Moreover,
the MMSE estimator minimizes Reθeθ, the parameter estimation error correla-
tion matrix, and not only the MSE (which is the trace of Reθeθ). Nevertheless,
Bayesian unbiasedness for random parameters corresponds to unbiasedness
on the average, which is a very weak requirement. In particular the MMSE
estimator is unbiased, and the MMSE estimator minimizes Rbθbθ and the MSE,
regardless of whether the Bayesian unbiasedness constraint is imposed or not.
Thus, the Bayesian estimation leads then to a (conditionally) biased estima-
tion. This bias is detrimental for a number of applications: MultiUser Signal
Detection (MLSD) in a SISO system using the Viterbi algorithm (the bias is
as detrimental as in biased LMMSE symbol receivers), �tting a parametric
(pathwise) model to the channel impulse response, or using the channel es-
timate for the design of the receiver or the transmitter.

On the other hand, requiring that all parameter components to be jointly
unbiased (which corresponds to zero-forcing when the parameters are multi-
ple symbols) prevents the exploitation of prior statistical information. Hence,
it leads to a signi�cant reduction in estimation MSE.
This motivates us to introduce the Component-Wise Conditionally Unbiased
(CWCU) Bayesian parameter estimation. Instead of constraining the esti-
mator to be globally unbiased, we impose conditional unbiasedness on one
parameter component at a time. In such a way, every parameter in turn is
treated as deterministic while the others are being treated as Bayesian. If
the parameters are transmitted symbols, the CWCU approach corresponds
to unbiased symbol detection whereas joint deterministic unbiasedness leads
to a zero-forcing approach.

In this chapter, we show that the CWCU estimation (and the Bayesian es-
timation in general) is particularly interesting if the parameter components
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are correlated and/or convolved trough a colored signal. This is typically the
case in audio applications. Nevertheless, the Bayesian estimation is rarely
used for audio processing because conditional bias is often annoying for such
applications. Although the application of the CWCU concept to audio pro-
cessing seems natural, it was not be considered in the context of this work. In
this thesis, we consider some applications to digital communication such as
supervised channel and direction of arrival estimation (sections 5.7 and 5.6),
and application to mobile terminal positioning (chapter 6).

This chapter is organized as follows. In section 5.3, we investigate lower
bounds for the CWCU estimation. The CWCU-LMMSE estimation, and
CWCU linear �ltering are derived respectively in sections 5.4, and 5.5. The
interplay between block-size, joint bias and prior covariance rank is investi-
gated in section 5.6. Application of the concept to channel estimation for
mobile localization is presented in section 5.7.

5.2 Bias vs. MSE in parameter estimation: a
brief overview

In most applications, estimator designs are subject to a tradeo� between bias
and variance. Ideally, we would like to minimize the Mean Squared Error
(MSE) over all possible estimators and hence over all bias vectors b(θ).
Unfortunately, if no limitations are imposed on θ̂, an estimator can always
be found that makes both the bias and variance zero at a given point θ. Thus,
instead of attempting to minimize the MSE over all possible estimators, we
may restrict attention to estimator with a bias vector that lies in a suitable
class. Then, the bias / variance tradeo� is �xed by minimizing the MSE under
some constraints on the bias. A second problem is that such minimization is
generally di�cult to solve. One way to �x the tradeo� is to develop bounds
on the best achievable performance in estimating parameters of interest, as
well as to determine estimators that achieve these bounds. Using the Biased
Cramer-Rao Bound B-CRB (which bounds the total MSE), we can bound
the MSE of any estimator θ̂ with a given bias vector b(θ) by

‖b(θ)‖2 + tr
{

(I + D(θ))J−1(θ) (I + D(θ))T
}

(5.1)
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where J(θ) is the Fisher Information Matrix, and D(θ) =
∂bT (θ)

∂θ
is the

bias gradient matrix. tr {.} and (.)T denote respectively the trace and the
transpose operators. I represents the identity matrix.
Traditionally, we consider the class of unbiased estimators. The MSE is
bounded by the CRB. It can also be shown that for a Gaussian linear model,
the Maximum Likelihood (ML) estimator achieves the CRB; and that is
asymptotically unbiased for independent identically distributed (i.i.d.) mea-
surements (under suitable regularity assumption).
For biased estimators, given a speci�ed bias, the B-CRB serves as a bound
on the smallest attainable variance. It turns out that the B-CRB does not
depend directly on the bias but only on the bias gradient matrix. However,
it may not be obvious how to choose a particular bias gradient. Hero et
al. propose the Uniform CRB (U-CRB), which is a bound on the smallest
attainable variance that can be achieved using any scalar estimator with a
bounded bias gradient norm [75]. Reference [44] extends the U-CRB for
vector parameter, and develops a class of estimators which asymptotically
achieve the bound when estimating an unknown vector from i.i.d. vector
measurements. However, Shahtalebi and Gasor show that for a linear model,
the U-CRB is achievable by a class of linear estimators [53]. All estimators
in this class have the same variance and the same gradient matrix. However,
their performances (in terms of achievable MSE) are not the same. They
conclude that the B-CRB is not a su�cient criterion to design optimal esti-
mators.
Eldar considers the minimization of the MSE bound under a linear biased
constraint[45]. In fact, bias vectors are allowed to be linear in θ, so that
b(θ) = Mθ for some matrix M (which includes unbiased estimation as a
special case). An advantage of this class of estimators is that we can use
results on unbiased estimation theory to �nd estimators which achieve the
corresponding MSE bound. In fact, if θ̂0 is an e�cient estimator, i.e., an
unbiased estimator that achieves the CRB, the θ̂ = (I + M)θ̂0 achieves the
MSE bound for estimators whose bias is equal to b(θ) = Mθ. The problem
is that minimization cannot be solved in the general case. However, the au-
thor shows that there often exists linear biased vectors that result in an MSE
bound that dominate the CRB. The dominating bound can be obtained by
solving a certain minimax optimization problem.

If prior information on the parameter statistics is available, Bayesian esti-
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mation theory shows that under Bayesian unbiasedness constraint, the MSE
is bounded by the Bayesian CRB. Bayesian unbiasedness for random pa-
rameters corresponds to unbiasedness on the average, which is a very weak
requirement. So that, we can achieve better bias vs. variance tradeo�. In
recent years, the Bayesian formulation of channel estimation has become pop-
ular, as it allows for instance the exploitation of the power delay pro�le. This
allows to reduce the number of parameters to be estimated from an a priori
delay spread range to the e�ective delay spread of the power delay pro�le.
For SIMO, MISO or MIMO channels, the Bayesian formulation allows to ex-
ploit correlation between antennas and to reduce the number of parameters
from the physical number of antennas to an e�ective number of uncorrelated
antennas. When the channel is fading in time, the Doppler spectrum and
hence correlation in time can be exploited via Wiener or Kalman �ltering to
further reduce the MSE.
In all these cases, Bayesian estimation leads to biased channel estimates. This
bias is detrimental for a number of applications: MLSD in a SISO system
using the Viterbi algorithm (the bias is as detrimental as in biased LMMSE
symbol receivers), �tting a parametric (pathwise) model to the channel im-
pulse response, or using the channel estimate for the design of the receiver
or the transmitter. The type of unbiasedness that is required here is condi-
tional unbiasedness (where unbiasedness for Bayesian estimation corresponds
to unbiasedness on the average, which is very weak requirement). However,
conditional unbiasedness for vectors of parameters is usually introduced glob-
ally, requiring all parameter components to be jointly unbiased. However,
such a stringent requirement, which corresponds to zero-forcing when the
parameters are multiple symbols, prevents the exploitation of correlations
between the parameters, and hence leads to a signi�cant reduction in the
bene�ts brought about by the Bayesian framework, the prior knowledge.

This motivates us to introduce the Component-Wise Conditionally Un-
biased (CWCU) Bayesian parameter estimation. Instead of constraining the
estimator to be globally unbiased, i.e., E/θ

(
θ̂ − θ

)
= 0, we impose condi-

tional unbiasedness on one parameter component at a time, i.e.,

EY |θk

(
θ̂k − θk

)
= 0 k = 1 : K (5.2)

where EY |x [Z(Y, X)] = EY [Z(Y, X)|x] =

∫
Z(Y, x)fY |x(y|x)dY denotes the
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expectation of Z(X,Y ) on Y conditional to X = x; and θ = [θ1 · · · θK ]T is
the parameter vector to be estimated.
In such a way, the parameter of interest is constrained to be conditionally
unbiased. Other parameters are treated as nuisance parameters. Note that
the component-wise concept can be de�ned at di�erent levels. For example,
if we consider multichannel impulse response estimation; the component-wise
concept can be de�ned at scalar level (by considering conditional unbiased-
ness separately for di�erent channels and time lags). It can also be de�ned
at a block level (by considering conditional unbiasedness jointly for di�erent
channels, and separately for di�erent time lags).

5.3 Lower bounds for CWCU-MMSE estima-
tion

We consider the estimation of a random parameter vector θ = [θ1 · · · θK ]T

given a set of measurements collected in y. The MMSE parameter estima-
tion under the component-wise conditionally unbiasedness constraint can be
formulated as: 




minbθ E
∥∥∥θ̂ − θ

∥∥∥
2

=
∑

k

E
∥∥∥θ̂k − θk

∥∥∥
2

Ey|θk

(
θ̂k − θk

)
= 0 k = 1 : K

It is easy to see that the minimization problem is separable, and θ̂k is a
solution of 




minbθk

E
∥∥∥θ̂k − θk

∥∥∥
2

Ey|θk

(
θ̂k − θk

)
= 0

Without loss of generality, we can assume that θ can be decomposed as
θT = [θT

k θ̄
T
k ]. A Bayesian lower bound on the error variance is given by,

E
∥∥∥θ̂k − θk

∥∥∥
2

≥ Eθk

(
J−1

CRB,k

)
(5.3)

where JCRB,k = Ey|θk

(
∂ ln f (y|θk)

∂θk

)(
∂ ln f (y|θk)

∂θk

)T

is the Fisher Informa-

tion Matrix (FIM) where θk is considered as deterministic, and θ̄k as nuisance



5.3 Lower bounds for CWCU-MMSE estimation 159

parameters. To evaluate the above expression, we should evaluate the con-
ditional pdf with respect to θk:

f (y|θk) =

∫
f

(
y, θ̄k|θk

)
dθ̄k =

∫
f (y|θ) f

(
θ̄k|θk

)
dθ̄k

Usually, the above bound is di�cult to compute because either the above
integration is not solvable, or the resulting expectation is not analytically
tractable. This di�culty motivates the use of the modi�ed Cramer-Rao
bound (MCRB) (introduced by D'Andrea et al. in [11]),

E
∥∥∥θ̂k − θk

∥∥∥
2

≥ Eθk

(
J−1

MCRB,k

)
(5.4)

where JMCRB,k = Ey,θ̄k|θk

(
∂ ln f (y|θ)

∂θk

)(
∂ ln f (y|θ)

∂θk

)T

.
With respect to the classical CRB, The MCRB is much easier to compute,
but generally lower. The problem is that the MCRB can be not tight enough
for use in practical applications.

Another approach to facilitate the calculation of the CRB is to resort the
CRB of the joint estimation of the desired parameter together with the nui-
sance terms [150]. Under the CWCU constraints, the estimation problem
becomes 




minbθ E
∥∥∥θ̂ − θ

∥∥∥
2

Ey,θ̄k|θk

(
θ̂ − θ

)
= 0

Note that only θ̂k is of interest; ̂̄θk is only estimated to reduce the interfer-
ence. In such way, the component of interest gets treated as deterministic
whereas the other (correlated) parameter components continue to be treated
as Bayesian. So that, other components are estimated better (taking into
account prior information); as well as the component of interest (due to the
coupling through prior and/or data).
As in the Bayesian and deterministic case, a performance bound on CWCU
estimation can be de�ned based on the Fisher Information Matrix (FIM).
The FIM for component-wise conditional estimation problem with respect to
the parameter θk can be de�ned as:

J/k(θk)=Ey,θ̄k|θk

(
∂ ln f

(
y, θ̄k|θk

)

∂θ

)(
∂ ln f

(
y, θ̄k|θk

)

∂θ

)T

(5.5)
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The Hessian of ln f (θ|y) can be formulated as:

∂

∂θ

(
∂ ln f

(
y, θ̄k|θk

)

∂θ

)T

=
1

f
(
y, θ̄k|θk

) ∂

∂θ

(
∂f

(
y, θ̄k|θk

)

∂θ

)T

−
(

∂ ln f
(
y, θ̄k|θk

)

∂θ

)(
∂ ln f

(
y, θ̄k|θk

)

∂θ

)T

(5.6)

For the expectation of the �rst term, we get

Ey,θ̄k|θk

1

f
(
y, θ̄k|θk

) ∂

∂θ

(
∂f

(
y, θ̄k|θk

)

∂θ

)T

= 0 (5.7)

Thus, using Bayes' rule, (5.6), and (5.7), the CWCU-FIM can be decomposed
onto:

J/k(θk) =
∂

∂θ

(
∂ ln fθk

(θk)

∂θ

)T

− Eθ|θk

∂

∂θ

(
∂ ln fθ(θ)

∂θ

)T

− Ey,θ|θk

∂

∂θ

(
∂ ln fy|θ(y|θ)

∂θ

)T

= −Jcw
/k + Jprior

/k + Jdata
/k (5.8)

As expected, we see that Jprior
/k + Jdata

/k ≥ J/k ≥ Jdata
/k , since the CWCU

estimation exploits the correlation between the parameters, and imposes an
unbiasedness constraint for the parameter of interest.
Using the Schur components lemma, and the block matrix inversion formula,
one can show that the error variance is bounded by:

E
∥∥∥θ̂k − θk

∥∥∥
2

≥ Eθk

(
J−1

HCRB,k

)
(5.9)

where JHCRB,k = J/k(θk, θk)−JT
/k(θk, θ̄k)J

−1
/k (θ̄k, θ̄k)J/k(θk, θ̄k), and J/k(x, z) =

Ey,θ|θk

(
∂ ln f

�
y,θ̄k|θk

�
∂x

) (
∂ ln f

�
y,θ̄k|θk

�
∂z

)T

.

Remark that if θk and θ̄k are independent J/k(θk, θk) = JMCRB,k. JHCRB,k,
and JMCRB,k overlap if and only if there is no coupling between the di�erent
parameters (through prior nor data).



5.4 CWCU-LMMSE estimation for linear gaussian model 161

Now, we consider a linear Gaussian model in (5.10). One can show that,

JCRB,k = C−1
θkθk

CθkθH
T

(
CvvH

(
Cθθ −Cθθk

C−1
θkθk

Cθkθ

)
HT

)−1
Cθθk

C−1
θkθk

JMCRB,k = hT
k C−1

vv hk

J/k = C−1
θθ −C−1

θkθk
eT

k ek + HTC−1
vv H

where ek = [0 · · · 0 1 0 · · · 0]T is the kth element of the standard RK basis(
eT

k θ = θk

)
; and hk = Hek is the kth column of H. Using Monte Carlo

simulations with the linear model, we obtain:

J−1
CRB,k ≥ J−1

HCRB,k ≥ J−1
MCRB,k

5.4 CWCU-LMMSE estimation for linear gaus-
sian model

We consider a linear Gaussian model:

y = Hθ + v (5.10)

where y is N × 1 vector containing the received signal, θ ∼ N (0,Cθθ) is a
K×1 vector containing the parameters to be estimated, and v ∼ N (0, σ2

vIN)
is an N ×1 additive white Gaussian noise independent from θ. IN represents
the identity matrix of size N .
As θ and y are jointly Gaussian, minimizing the MSE leads to the LMMSE
estimator:

θ̂lmmse =arg minbθ=Fy
E

∥∥∥θ̂ − θ
∥∥∥

2

= arg minbθ=Fy
tr

{
(FH− IK)Cθθ (FH− IK)H

}
+ σ2

v tr
{
FFH

}

= CθθH
H

(
HCθθH

H + σ2
vIK

)−1
y (5.11)

Under the joint unbiasedness constraint, minimizing the MSE leads to

θ̂ =





arg minbθ=Fy
E

∥∥∥θ̂ − θ
∥∥∥

2

EY |θ
(
θ̂ − θ

)
= 0

=

{
argmin

F
tr

{
FFH

}

FH = IK
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Then, joint unbiasedness prevents the exploitation of correlations between
the parameters, and leads to a signi�cant reduction in the bene�ts brought
about by the Bayesian framework: the prior knowledge. In such a case, the
MMSE estimator corresponds to the BLUE, i.e.,

θ̂blue =
(
HHH

)−1
HHy (5.12)

LMMSE and BLUE estimators are related by (see appendix 5.A)

θ̂lmmse = Cθθ

((
HHH

)
Cθθ + σ2

vIK

)−1 (
HHH

)
︸ ︷︷ ︸

Blmmse

θ̂blue (5.13)

where Blmmse = Cθθ

((
HHH

)
Cθθ + σ2

vIK

)−1 (
HHH

)
represents the bias of

the LMMSE estimation.

Imposing the CWCU constraints leads to the optimization problem

θ̂cwculmmse =





arg minbθ=Fy
E

∥∥∥θ̂ − θ
∥∥∥

2

Ey|θk

(
θ̂k − θk

)
= 0 k = 1 : K

As θ is assumed to be Gaussian, we have
Then, the CWCU-LMMSE is computed by optimizing





arg minbθ=Fy
tr

{
(FH− IK)Cθθ (FH− IK)H

}
+ σ2

vtr
{
FFH

}

eH
k FHCθθ ek = eH

k Cθθek k = 1 : K

If {θk}k are decorrelated (Cθθ is block-diagonal). The CWCU constraint
becomes eH

k FHek = 1. In this case, the component of interest θk is treated as
deterministic, whereas the other (correlated) parameter components {θp}p6=k

continue to be treated as Bayesian.
Using Lagrange optimization, one can show that the CWCU-LMMSE is given
by (see appendix 5.B):

θ̂cwculmmse = Dcwθ̂lmmse

= DcwBlmmseθ̂blue (5.14)

where Dcw = ( diag (Cθθ)) ( diag (BlmmseCθθ))
−1 is a diagonal matrix that

ensures the component-wise unbiasedness constraint; and diag (B) =
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K∑

k=1

ek

(
eH

k Bek

)
eH

k is a K ×K diagonal matrix formed by the diagonal ele-

ments of B.

Special cases:

• If the parameters θk are decorrelated (Cθθ is diagonal), Dcw can be
simpli�ed as:

Dcw = ( diag (Blmmse))
−1 (5.15)

Thus, the CWCU-LMMSE corresponds to the classic Unbiased-LMMSE.

• If there is no-coupling between the parameters θk neither through prior
nor through data (Blmmse is diagonal), the BCWCU-LMMSE corre-
sponds to the BLUE estimation. The CWCU-LMMSE estimation is
of interest if there is a coupling through prior (Cθθ is not diagonal),
and/or data (

(
HHH

)
is not diagonal).

Reciprocally, one can show that

• If Dcw is diagonal, then {θk}k are decorrelated.

• If Dcw = B−1
lmmse, then {θk}k are decoupled.

Remark that from linear multi-user detection (Cθθ is diagonal), the CWCU-
LMMSE estimation corresponds to the Unbiased LMMSE; whereas, the (jointly)
conditionally unbiased estimator (BLUE) corresponds the MMSE-ZF.
If we suppose that θ = [θH

1 · · · θH
L ]H can be decomposed on L sub-sets.

{θl}l=1:L can be either a scalar or vector parameter. The concept of CWCU-
LMMSE can be easily generalized to the Block-CWCU-LMMSE. The esti-
mator is computed simply by replacing the diagonal matrices ( diag (.)) in
the expression of Dcw by block-diagonal matrices (bdiag(.)), and the inverse
by the pseudo-inverse [190].

5.5 CWCU linear �ltering
Consider two stochastic processes {xk}k∈Z and {yk}k∈Z that are correlated.
We observe the process yk but we are interested in the process xk that we
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cannot observe. The linear estimation of xk form yk can be formulated as a
�ltering operation, i.e.,

x̂k = F(q)yk =
∑

i

Fjyk−i (5.16)

where F(q) =
∑

i Fiq
−i is a given linear �lter; and q−1 is the one sample time

delay operator.
We assume that

E|xk
x̂k =

∑
i

Fi E|xk
yk = Bxk (5.17)

where B represents the �ltering Bias. Note that if {yk,xk}k are jointly
Gaussian, or if yk is a linear mixture of independent parameters xk, the
previous assumption is valid. Assuming (5.17), one can show that the bias
B is given by

B = E
[
x̂kx

H
k

] (
E

[
xkx

H
k

])−1 (5.18)

=
∑

i

FiE
[
yi−kx

H
k

]
R−1

xx =

∮
F(z)Syx(z)

dz

z
R−1

xx

where Syx(z) is the z-domain cross-Power Spectral Density Function (cross-
PSDF). Then, one can de�ne the associated CWCU linear �ltering by com-
pensating the �ltering bias, i.e.,

Fcw(q) = DcwF(q) (5.19)

If xk is a stochastic vector process, the notion of "component-wise" can be
de�ned on di�erent levels:
- per vector sample (removing bias using Dcw = B−1).
- per scalar sample (removing bias using Dcw = ( diag (Rxx)) ( diag (BRxx))

−1).
In the following, we will derive the bias update for the Kalman, and Wiener
�ltering.

5.5.1 CWCU Kalman �ltering
Consider the signal process model

{
xk+1 = Fkxk + Gkuk

yk = Hkxk + vk

(5.20)
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where Fk,Gk, and Hk are given matrices. The initial state x0, the driving
disturbance uk, and the measurement disturbance vk are unknown complex
vectors. The output yk is assumed to be known for all k. We assume also that
E

[
x0x

H
0

]
= Rx,0, E

[
uku

H
l

]
= Qδkl, E

[
vkv

H
l

]
= Rδkl, and E

[
ukv

H
l

]
= 0.

The Kalman �lter estimates the process xk+1 by using a form of feed-
back control: the �lter estimates the process state at some time (x̂k+1/k)
and then obtains feedback in the form of (noisy) measurements (yk+1). As
such, the equations for the Kalman �lter fall into two groups: time update
equations and measurement update equations. The time update equations
are responsible for projecting forward (in time) the current state and error
covariance estimates to obtain the a priori estimates for the next time step.
The measurement update equations are responsible for the feedback, i.e.,
for incorporating a new measurement into the a priori estimate to obtain
an improved a posteriori estimate. The time update equations can also be
thought of as predictor equations, while the measurement update equations
can be thought of as corrector equations. Indeed the �nal estimation algo-
rithm resembles that of a predictor-corrector algorithm for solving numerical
problems (see �gure 5.1).

Figure 5.1: Kalman �ltering: time and measurement updates.

The Kalman �ltering computes the MMSE estimation of the signal process
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xk given the noisy observations {y1 · · ·yN). The basic idea is using the pre-
diction error signal {ỹk}k (of {yk}k) to update the MMSE estimate. As
{ỹk}k and {yk}k are related by a linear invertible transformation,

x̂k+1/k+1 = E {xk+1|y1 · · ·yk+1} = E {xk+1|ỹ1 · · · ỹk+1} (5.21)

And as {ỹk}k forms an orthogonal family,

x̂k+1/k+1 =
k+1∑
i=0

E
{
xk+1ỹ

H
i

} (
E

{
ỹiỹ

H
i

})−1
ỹi

= x̂k+1/k + E
{
xk+1ỹ

H
k+1

} (
E

{
ỹk+1ỹ

H
k+1

})−1

︸ ︷︷ ︸
Kf,k+1

ỹk+1 (5.22)

where x̂k+1/k = E {xk+1|y1 · · ·yk} is the predicted value of xk+1 given the
observations {y1 · · ·yk}. One can also show that the Kalman gain can be
updated using [10]:

Kf,k+1 = Pk+1/kH
H
k

(
HkPk+1/kH

H
k

)−1

Pk+1/k = Fk+1Pk/kF
H
k+1 + Gk+1QGH

k+1 (5.23)
Pk/k = (I−Kf,kHk)Pk/k−1

where Pk+1/k = E
{(

xk+1 − x̂k+1/k

) (
xk+1 − x̂k+1/k

)H
}

and Pk+1/k+1 =

E
{(

xk+1 − x̂k+1/k+1

) (
xk+1 − x̂k+1/k+1

)H
}

represent respectively the a pri-
ori and the a posteriori estimate error covariance.

Using Kalman update equations (5.23), one can show that the Kalman Bias
can be computed and updated using:

Rx,k+1 = FkRx,kF
H
k + GkQGH

k

Bpred
k+1 =

(
FkB

filt
k Rx,kF

H
k

)
R−1

x,k+1 (5.24)

Bfilt
k+1 = (I−Kf,k+1Hk+1)B

pred
k+1 + Kf,k+1Hk+1

where Rx,k = E
(
xkx

H
k

)
is the correlation matrix of xk, Bpred

k+1 ,Bfilt
k+1 repre-

sent respectively the time and the measurement update of the Kalman bias
matrices.



5.5 CWCU linear �ltering 167

5.5.2 CWCU Wiener �ltering
Consider the signal process model

yk = xk + vk (5.25)
where xk is the desired signal to be estimated, and vk represents an additive
noise (assumed to have zero mean, and to be uncorrelated with the signal of
interest xk).
The problem is performing the MMSE estimation of xk given the observations
{y1 · · ·yk}. One can show that if the z-domain PSDF of yk is non-singular
on the unit circle, it can be decomposed onto:

Syy(z) = A−1(z)ΣA−†(z) (5.26)
where Syy(z) represents the PSDF of the observed signal, A (z) denotes the
optimal prediction �lter for the observed signal yk, and Σ is the associate
prediction error variance.
The causal and non-causal Wiener �lters are then given by [10]:

Fwiener(z) = Sxy(z)S−1
yy (z)

Fcausal
wiener(z) = I− Svv(z)ΣA(z)

where Svv(z) is the PSDF of the noise signal. Using (5.18), one can show
that the bias of the Wiener, and the causal Wiener �lters are given by

Bwiener =

(∮
Sxx(z)S−1

yy (z)Sxx(z)
dz

z

)
R−1

x

Bcausal
wiener =

(∮ (
I− Svv(z)Σ−1A(z)

)
Sxx(z)

dz

z

)
R−1

x

If we assume the observed process follow the model (5.20). If we assume
the Fk, Gk, and Hk are time invariant, one can show that in steady state we
have

Sxx(z) = H (zI− F)−1 GQGH
(
zI− FH

)−1
HH

Svv(z) = R (5.27)
Sxx(z) = HSxx(z)HH + R

Anderson and Moore show that the causal Wiener solution of the prediction
problem is [10]

Hcausal
wiener(z) = (zI− (F−KpH))−1 KpH (5.28)



168 Chapter 5 CWCU Bayesian Parameter Estimation

where Kp = FKf denotes the Kalman prediction gain. The bias matrix can
be then extended as:

BpredRx =
∞∑

k=0

(F−KpH)k KpH
(
FH

)k+1 (5.29)

which is consistent with the results derived using (5.24), corresponding to
the steady state Kalman Bias.

5.6 Interplay between global bias and prior co-
variance rank for BCWCU-LMMSE

As we have seen previously, imposing a joint conditionally unbiasedness con-
straint on a vector of parameters reduces Bayesian estimation to deterministic
parameter estimation. However, in Block-CWCU Bayesian parameter esti-
mation, every (set of) parameter in turn is treated as deterministic while the
others are being treated as Bayesian. This leads to an intermediate approach
between the classic deterministic and Bayesian approaches.
In this section, we consider the case where the prior covariance matrix has
a limited rank. We investigate the interplay between block-size, joint bias
and prior covariance rank. And, we show that B-CWCU-LMMSE, with ap-
propriate block sizes, reduces the estimation noise, while guaranteeing joint
unbiasedness. The result will be illustrated through a concrete example.

Consider a Base Station (BS) using M -element antenna array. The received
signal over single-path propagation is an M × 1 vector given by:

y(k) = x(k)HA (θ) + v(k) (5.30)

where x(k) is a known scalar training sequence transmitted by the user, H
in a M × M known matrix describing the coupling between the antenna
elements, v(k) is an additive white Gaussian noise, i.e.,∼ N(0, σ2

vIM), and
A (θ) denotes the array response (function of the array geometry, and the
direction of arrival θ).

The Direction of Arrival (DoA) θ is generally estimated using a two step
approach:

1. Estimate the array response vector A(θ).
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2. Compute the DoA based on the array manifold A(.).

In the literature, the Least-Squares (LS) technique (which corresponds to
BLUE in this problem) is proposed for the estimation of the array response
vector [130, 131, 172]

Âblue = σ−2
x

(
HHH

)−1
HH

∑

k

x∗(k)y(k) (5.31)

where σ2
x =

∑
k |x(k)|2 represents the energy of the training sequence {x(k)}k.

As we have seen in the previous section, BLUE provides an unbiased, but
noisy estimate, i.e.

E|A
{
Âblue

}
= A(θ) (5.32)

On the other hand, if prior information is available, it can be used to enhance
the estimation SNR. In the following, we will investigate the e�ect of the use
of a Bayesian prior on the estimation bias. We assume that the direction of
arrival is varying around an unknown nominal DoA θ0, i.e.,

θ = θ0 + δθ (5.33)

And, we will have to estimate multiple instances of θ. Using a �rst order
approximation, we have

A (θ) ≈ A (θ0) + δθ A′ (θ0) (5.34)

where A′ (θ0) = ∂A(θ)
∂θ

]
|θ=θ0

denotes the gradient of A(θ) at θ = θ0. A(θ)

is random due to δθ. Assuming δθ to have zero mean and variance σ2
δ , the

covariance matrix of A(θ) becomes:

CA = E
{
A(θ)AH(θ)

}

= A(θ0)A
H(θ0) + σ2

δA
′(θ0)A

′H(θ0).

As rank(CA) = 2, using the eigen decomposition, the prior covariance matrix
can be written as:

CA = U

[
ΛC 0
0 0

]
UH (5.35)
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where Λc is a 2× 2 diagonal matrix, and U is a unitary matrix.
By introducing UA = U

[
I2 0 · · · 0

]H , CA can be simpli�ed to

CA = UA ΛCUH
A (5.36)

Note that A(θ0), A′(θ0) are unknown. Only the covariance CA (and UA) is
known. Remark also that A(θ) lives in the subspace spanned by UA. Then,
we can introduce zero-mean random variables η, and γ such that

A(θ) = UA

[
η
γ

]
. (5.37)

From (5.13), one can show that

BlmmseUA = UA

(
ΛCΛH + σ2

vI2

)−1
ΛCΛH︸ ︷︷ ︸

ΛB

(5.38)

where ΛH = UA

(
HHH

)
UH

A is a 2 × 2 matrix, not necessarily diagonal.
Then, the expected value of the LMMSE estimate is

E|A
{
Âlmmse

}
= BlmmseA(θ)

= UAΛB

[
η
γ

]
= UA

[
η′

γ′

]
. (5.39)

In summary, the LMMSE estimates the array response in the right subspace,
but with biased weighting. If ΛB is not a multiple of identity, the LMMSE
estimate of A(θ) leads to erroneous DoA estimation.

If we impose Block-CWCU constraints, under some regularity assumptions,
one can show that using a block-size 2 (Lk ≥ 2 ∀k) (see appendix 5.C):

DbcwBlmmseUA = DbcwUAΛB = UA

Thus, the BCWCU-LMMSE (with a bloc-size 2), guarantees joint unbiased-
ness, i.e., the expected value of the BCWCU-LMMSE estimate is

E|A
{
Âbcwculmmse

}
= DcwBlmmseA(θ)

= UA

[
η
γ

]
= A(θ) (5.40)
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In �gure 5.2, we plot the estimation MSE = tr
{
C eA eA}

of the BLUE, LMMSE,
and BCWCU-LMMSE estimates. The MSE is averaged over 500 Monte Carlo
runs. The matrices Cθθ (having rank 2), and H are generated randomly. M
was chosen equal to 10.

Figure 5.2: Estimation MSE of the BLUE, LMMSE, and BCWCU-LMMSE
estimators as a function of SNR.

Thus, for the limited rank prior covariance matrix case, BCWCU-LMMSE
reduces the estimation noise, while guaranteeing joint unbiasedness.
The result can be easily generalized to an arbitrary prior covariance rank.
This leads to the following theorem.

Theorem: Let m denote the rank of the prior covariance matrix Cθθ.
Then BCWCU-LMMSE , with block sizes of at least m, guarantees the joint
unbiasedness.
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5.7 CWCU-LMMSE: application to multiple chan-
nel estimation

In this section, we will focus on one particular problem setting, in which the
channels from di�erent Base Stations (BSs) to a Mobile Station (MS) need
to be estimated jointly. The estimation of the transmission channel plays a
crucial role in communication systems (for mobile positioning applications,
multi-user detection...).

5.7.1 IPDL method for multiple channel estimation
In Code Division Multiple Access (CDMA) scheme, the fundamental prob-
lem is that because of the near-far problem it is di�cult to hear multiple
BSs. In downlink transmission, the received signal strength, when coming
from a distant BS can be quite weak, especially when the mobile terminal
is close to the serving BS. This situation is usually referred to as the heara-
bility problem. In order to improve the hearability of neighboring BSs, the
serving BS provides idle periods in continuous or burst mode. This technique
is known as Idle Period-Down Link transmission (IPDL). The idle periods
are short and arranged in a pseudo random way made known to all MSs in
advance. The pseudo randomness assures that the e�ect of simultaneous idle
periods in adjacent BSs is minimized. The length of the idle periods is a
parameter, which the operator can change to trade o� positioning response
time and accuracy against capacity loss in the DL. With longer idle periods,
the achievable accuracy would be better because of longer integration time
at the MS, but the system capacity would be reduced and some assumptions
about the channel model can't take the way. During these periods the serving
BS completely ceases its transmission and the MS is scheduled to make the
needed measurements from the neighbor BSs now hearable. By supporting
the IPDL, the localization performance in MS will improve, as there will be
less interference present during idle periods.

An example of IPDL method has been shown in �gure 5.3. When BS#1
entered in idle period i, the MSs in BS#1 could detect other BSs (i.e. from
BS#2 to BS#n, where n is an uncertain number and the number of neighbor
BSs) signal. In that time the other BSs did not anything else but just trans-
mit their CPICH (Common PIlot Channel) and other downlink channels.
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Figure 5.3: IPDL method for multiple channel estimation.

Generally, the idle period leads to a tradeo� between "the capacity loss" and
"the estimation noise". In fact, the length of the idle period should be as
short as possible to ensure that the capacity loss is minimized, but enough
to allow acceptable channel estimation accuracy. The use of prior power de-
lay pro�le statistical information can be advantageous; and leads to a better
"capacity loss" vs. "estimation noise" tradeo�.

5.7.2 Block-CWCU-LMMSE to multiple channel esti-
mation

In this section, we will focus on one particular problem setting, in which the
channels from di�erent Base Stations (BSs) to a Mobile Station (MS) need
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to be estimated jointly. Channel parameters are observed indirectly by the
received data : convolved with a known training sequence and embedded in
a (white Gaussian) noise.

y =
K∑

k=1

Xkhk + v (5.41)

where

• y =
[
yH

1 · · · yH
N

]H denotes received data. N is the data length.

• v =
[
vH

1 · · · vH
N

]H represents the additive white gaussian noise.

• K is the number of base stations.

• hk =
[
hH

k,1 · · ·hH
k,Lk

]H denotes the Channel Impulse Response (CIR)
between the MS and the kth BS. Lk is kth CIR length.

• Xk =




x1 · · · xL
... ...

xN · · · xN+L−1


 is an N ×Lk Hankel matrix characteriz-

ing the training sequence of the kth BS.

Using a compact notation, the received data can be written as:

y = Xh + v (5.42)

where X = [X1 · · ·XK ], and h =
[
hH

1 · · ·hH
K

]H .

Note that the problem has a special structure. In fact, the channel impulse
responses and their individual coe�cients are decorrelated (Chh is diagonal).

On the other hand, the data covariance matrix XHX =




XH
1 X1 · · · XH

1 XK
... ...

XH
KX1 · · · XH

KXK




can not be assumed to be block-diagonal due to:

• The limited length of the training sequence (the channel estimation is
done only in the Idle Period Down-Link (IPDL)). Thus, despite the
input being white, the training sequence is not long enough to lead to
a spherical estimate of the input covariance matrix XHX.
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• The range of the CIR powers. In fact, despite the quantities XH
k Xk

being approximately white (≈ σ2
kILk

), e.g. XH
1 XK can not be neglected

with respect to XH
KXK .

Whereas the direct use of a Bayesian channel estimate for an interfering sig-
nal allows to better suppress the interference, its use for the user of interest
may lead to a bias problem. This bias is detrimental for a number of applica-
tions. For example, the estimation bias is undesirable for mobile localization
applications (e.g. Time of Arrival (ToA) is estimated by �tting a parametric
model to the channel impulse response) [188]. That is why the Bayesian
prior is rarely taking into account for such applications. Channel estimation
is done typically based on Least-Squares (LS) or Matching Pursuit (MP) ap-
proaches [130, 172, 92, 38]. On the other hand, imposing joint unbiasedness
between the CIRs coming from di�erent base-stations is not required: we
can allow for interference (contribution of other base-stations), if this can be
motivated by a noise reduction.

As we have seen previously, even if the prior covariance matrix is diago-
nal, the channel impulses are coupled through the data covariance matrix
XHX and then, the Block-CWCU-LMMSE is of interest.
The LMMSE estimate is given by:

ĥlmmse =
(
σ2

v

(
XHX

)−1
C−1

hh + I
)−1

︸ ︷︷ ︸
Blmmse

(
XHX

)−1
XHy

= Blmmse ĥblue

The B-CWCU constraint is formulated as
E

[
ĥk|hk

]
= hk k = 1 : K (5.43)

As the prior covariance matrix is diagonal, minimizing the MSE (under B-
CWCU constraints) leads to

ĥbcwculmmse = (bdiag (Blmmse))
−1 Blmmse ĥblue (5.44)

5.7.3 SIC implementation of the BCWCU-LMMSE es-
timator

The inherent complexity of the B-CWCU-LMMSE scheme is cubic in L =∑
k Lk (the same as for the LMMSE and the BLUE estimators). For practi-
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cal implementation, the Successive Interference Cancellation (SIC) approach
can be used to approximate the BCWCU-LMMSE estimator, with a com-
plexity linear in L.

Successive interference cancellation multi-channel estimation is a scheme
in which CIR's are estimated successively. The approach successively can-
cels the interference from the next strongest channel. Assume that channels

have been ordered in order of decreasing SNRi =
σ2

x ‖hi‖2

σ2
v

=
σ2

i

σ2
v

at the
channel estimator input. First, we compute an unbiased estimate of the
�rst (strongest) CIR (the BLUE is proportional to the matched �lter). The
contribution of weaker CIRs is ignored, i.e.,

ĥ1 =
1

Nσ2
x

XH
1 y (5.45)

Then, the LMMSE estimator is derived, the interfering signal is recreated at
the receiver, and subtracted from the received waveform.

ĥSIC
1 =

(
σ2

vC
−1
hh,1 + XH

1 X1

)−1
(Nσ2

x) ĥ1

ŷ1 = X1ĥ
SIC
1

y ← y − ŷ1

Remark that even if XHX is not approximately diagonal, the non-diagonal
elements of XH

1 X1 can be neglected (as the number of unknowns is M times
less). One recursion of the SIC implementation of the BCWCU-LMMSE is
described in the table below:

In this manner successive BS CIRs does not have to encounter interference
caused by initial BS CIRs. SIC leads to good performance for all channel
estimates: initial CIR estimates improve because the later channels have less
power which means less interference for the initial channels, and later CIR
estimates improve because early BS's interference has been cancelled out.
Figure 5.4 shows that the SIC well approximates the B-CWCULMMSE
estimator (specially for low SNR).

5.7.4 Modi�ed SIC implementation of the BCWCU-LMMSE
estimator

In the linear SIC approach above there are two sources of error:
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SIC implementation of the BCWCU-LMMSE
# Computation cost
channel estimation
1 ĥk = 1

Nσ2
k
XH

k y O(NLk)

Interference cancellation
2 ĥlmmse

k =
(

σ2
v

Nσ2
x
C−1

hh,k + ILk

)−1

ĥk O(Lk)

3 ŷk = Xkĥ
lmmse
k O(NLk)

4 y = y − ŷk

Table 5.1: SIC implementation of the BCWCU-LMMSE

• Ignoring the contribution of channels with lower powers.

• Non-perfect cancellation of estimated channels.

In the following, we will try to alleviate the propagation of the estimation
error (due to non-perfect interference cancellation). We suggest taking, at
each step k, the estimate ĥk computed from the joint LMMSE estimation
of h(k) =

[
hH

1 · · ·hH
k

]H . As in the classic SIC approach, the contribution of
channels with lower powers h̄(k) =

[
hH

k+1 · · ·hH
K

]H is ignored.

The LMMSE solutionis given by

ĥLMMSE,(k) =

(
C

(k)−1

hh +
1

σ2
v

X(k)H

X(k)

)−1

︸ ︷︷ ︸
B−1

k

1

σ2
v

X(k)H

y

︸ ︷︷ ︸
y

(k)
MF

where C
(k)
hh = E

{
h(k). h(k)H

}
, and X(k) = [X1 · · ·Xk].

By denoting bk =
(
C−1

hh,k + 1
σ2

v
XH

k Xk

)
, and
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Figure 5.4: CIR estimation accuracy using MF, BLUE, CWCULMMSE, and
SIC estimators.

Rk−1,k = 1
σ2

v
X(k−1)H

Xk, Bk+1 can be decomposed as

Bk+1 =

[
Bk Rk,k+1

RH
k,k+1 bk+1

]
(5.46)

=

[
I 0

RH
k,k+1B

−1
k I

][
Bk 0
0 bk+1−RH

k,k+1B
−1
k Rk,k+1

][
I B−1

k Rk,k+1

0 I

]

Then, the component of interest is given by:

ĥmod−SIC
k+1 = [0 · · · 0 I] B−1

k+1 y
(k+1)
MF

=
1

σ2
v

(
bk+1 −RH

k,k+1B
−1
k Rk,k+1

)−1
XH

k+1

(
y −X(k)B−1

k y
(k)
MF

)

We recognize the same structure as in the classic SIC. The modi�ed SIC
algorithm is described in the table below

Remark that the complexity of the scheme is O(L3) (as BCWCU-LMMSE).
From this point of view, it presents no advantage. However, the performance
of the proposed scheme can be interpreted as a bound on the performance
of the SIC approach in section 4.1 (there is no propagation of the estimation
error).

Motivated by the fact that channels are ordered by decreasing power and
the observation that XH

k Xk is approximately proportional to the identity
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Modi�ed SIC implementation of the BCWCU-LMMSE
# Computation cost
channel estimation
1 ĥk = 1

Nσ2
x
XH

k y(k) O(NLk)

Interference cancellation
2 Pk =

(
bk −RH

k−1,kB
−1
k−1Rk−1,k

)
O(Lk(

∑k−1
p=1 Lp)

2)

3 ĥmod−SIC
k = Nσ2

x

σ2
v

P−1
k ĥk O(L3

k)

4 ŷk = Xkĥ
mod−SIC
k O(NLk)

5 y = y − ŷk

6 B−1
k (updated using MIL on (24)) O(Lk(

∑k−1
p=1 Lp)

2)

Table 5.2: Modi�ed SIC implementation of the BCWCU-LMMSE

matrix, we approximate Bk and bk+1 in (5.46) by diagonal matrices. We
call the resulting scheme Modi�ed & Simpli�ed SIC, It has a computational
complexity of O(L2) .

We analyze the performance of the proposed algorithms by comparing their
estimation MSE (computed by Monte Carlo simulations). The received sig-
nal is assumed to be the superposition of the contribution of 5 base stations,
and embedded in a white Gaussian noise. The relative received signal powers
are respectively 0, -5, -10, -15, -20 dB. The power delay pro�le is generated
according to the channel model "Vehicular B". Figure 5.5 plots the curves
of the estimation MSE of the 5th (the weakest) BS. The curves show that
the SIC implementations well approximate the BCWCU-LMMSE estimator
at low SNR. We remark also that the simpli�cations introduced to the modi-
�ed scheme do not a�ect the estimation accuracy, and that the modi�ed SIC
outperforms the classic one (at the expense of additional complexity).
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Figure 5.5: CIR estimation accuracy using MF, BLUE, BCWCU-LMMSE, SIC,
Modi�ed SIC estimators.

5.7.5 Power delay pro�le adaptation using the EM al-
gorithm

The estimation of the statistical parameter of the transmission channel plays
a crucial role in the CIR estimation procedure. Unlike the channel impulse
response, the Power Delay Pro�le changes very slowly; and can be estimated
with a good accuracy from the received data. In this section, the identi�ca-
tion of the Power Delay Pro�le model is based on the concept of expecta-
tion maximization (EM) and an iterative optimization algorithm to produce
maximum-likelihood (ML) estimates under certain conditions. The EM pro-
cedure is divided into two steps:

• The expectation step (E-step), computes the conditional expectation
of unobserved su�cient information (complete data), under given ob-
served insu�cient information (incomplete data) and the current esti-
mation of the parameters.

• The maximization step (M-step), provides the new estimate of param-
eters by maximizing the conditional expectation over unknown param-
eters.
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As in [54], we propose using an adaptive EM Algorithm to jointly update
the LMMSE channel estimates and the power delay pro�le parameters. The
resulting algorithm (using the �rst SIC B-CWCU-LMMSE implementation)
is listed in the table below (k denotes the idle frame index).

One can show that the power delay pro�le Ĉhh,k are updated such that:

Chh,k =
∑
j=0

λj
(
Ceheh,k + ĥLMMSE,kĥ

H
LMMSE,k

)

where in the uncorrelated channel coe�cients case Chh,k converges to a di-
agonal matrix.

PDP Estimation via Adaptive EM Algorithm
# Computation
Initialization
1 ĥ0/0 = 0,P0/0 = I,C

(0)
hh = I,M(0) = 0, γ(0) = 0

LMMSE estimation
2 Ceheh,k =

(
C−1

hh,k−1 + 1
σ2

v
XH

k Xk

)−1

3 ĥLMMSE,k = Ceheh,k
1
σ2

v
XHy

Adaptive EM parameter estimation
4 M(k) = λM(k−1) + Ceheh,k + ĥLMMSE,kĥ

H
LMMSE,k

5 γ(k) = λγ(k−1) + 1

6 Chh,k = 1
γ(k)M

(k)

Table 5.3: PDP Estimation via Adaptive EM Algorithm

5.8 Conclusion
Bayesian parameter estimation techniques such as LMMSE often lead to
useful MSE reduction, but they also introduce a bias. On the other hand,
imposing a joint conditionally unbiasedness constraint on a vector of param-
eters reduces Bayesian estimation to deterministic parameter estimation.



182 Chapter 5 CWCU Bayesian Parameter Estimation

In this chapter, we introduce the concept of Component-Wise Conditionally
Unbiased (CWCU) Bayesian parameter estimation, in which unbiasedness is
forced for one parameter at a time. In the CWCU parameter estimation,
every parameter in turn is treated as deterministic while the others are being
treated as Bayesian. If the parameters are transmitted symbols, the CWCU
approach corresponds to unbiased symbol detection whereas joint determin-
istic unbiasedness leads to a zero-forcing approach. Moreover, if the prior
covariance matrix has a limited rank, we show that the block-CWCU esti-
mation (with an appropriate block size) reduces the estimation noise, while
guaranteeing the joint unbiasedness.
The more general introduction of the CWCU concept is motivated by LMMSE
channel estimation, for which the implications of the concept are illustrated
in various ways, including the e�ect on angle of arrival estimation, reper-
cussion for blind channel estimation etc. Motivated by the channel tracking
application, we also introduce CWCU Kalman �ltering.
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5.A Bias for LMMSE estimation
We consider a linear Gaussian model in (5.10). The LMMSE estimation is
given by:

θ̂lmmse = CθθH
H

(
HCθθH

H + σ2
vIK

)−1
y

We denote by m the rank of the prior covariance matrix Cθθ (m ≤ L). Using
eigenvalue decomposition, Cθθ can be written as

Cθθ = UCΛCUH
C (5.47)

where ΛC is a m × m diagonal matrix containing non-zero eigenvalue of
Cθθ, and UC is a L × m matrix containing the corresponding eigenvectors(
UH

C UC = Im

)
.

By decomposing Cθθ as in (5.47), and applying twice the Matrix Inversion
Lemma (MIL), one can show that

(
HCθθH

H + σ2
vIK

)−1
=σ−2

v IL −H
(
HHH

)−1

×
(
C + σ2

v

(
HHH

)−1
)−1

CθθH
Hσ−2

v

Then,

HH
(
HCθθH

H + σ2
vIK

)−1
=

(
C + σ2

v

(
HHH

)−1
)−1(

HHH
)−1

HH

Finally, we show the relation (5.13).
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5.B CWCU-LMMSE for linear gaussian model
In the appendix, we will compute the Block CWCU-LMMSE estimator for
a linear Gaussian model (as in (5.10)). We assume that θ = [θH

1 · · ·θH
L ]H

can be decomposed on L sub-sets. {θl}l=1:L can be either a scalar or vector
parameter. We denote by Lk the size of θk (

∑
k Lk = L).

The BCWCU-LMMSE is computed by minimizing the MSE under the BCWCU
constraints, i.e.,

θ̂cwculmmse=





arg minbθ=Fy
tr

{
(FH− IK)Cθθ (FH− IK)H

}
+ σ2

vtr
{
FFH

}

EH
k (FHCθθ)Ek = EH

k CθθEk k = 1 : K

where Ek = [ 0 0 ILk
0 0 ]H is the L× Lk matrix such that EH

k θ = θk. The
Lagrangian of the constrained optimization problem is de�ned as

L(F,Λ1, · · · ,ΛK)= tr
{
(FH− IK)Cθθ(FH− IK)H+ σ2

vFFH
}

+2
K∑

k=1

tr
{
ΛkE

H
k (FHCθθ −Cθθ)Ek

}
(5.48)

Taking the gradient with respect to F gives

∂L

∂F
= 2F

(
HCθθH

H + σ2
vI

)− 2CθθH
H + 2

(
K∑

k=1

EkΛkE
H
k

)
CθθH

H

The Lagrangian is minimum for

Fcw =

(
IK −

K∑

k=1

EH
k ΛkEk

)
CθθH

H
(
HCθθH

H + σ2
vI

)−1

Then,

FcwH =

(
IK −

K∑

k=1

EH
k ΛkEk

)
CθθH

H
(
HCθθH

H + σ2
vI

)−1
H︸ ︷︷ ︸

Blmmse

By considering the kth constraint, one can show that the kth Lagrange mul-
tiplier is

Λk = ILk
− (

EH
k CθθEk

) (
EH

k BlmmseCθθEk

)# (5.49)
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where (.)# denotes the pseudo-inverse operator. Thus

K∑

k=1

EkΛkE
H
k =bdiag [Λ1 · · ·ΛK ]

=IL − (bdiag (Cθθ)) (bdiag (BlmmseCθθ))
#

Finally,

Fcw = DcwCθθH
H

(
HCθθH

H + σ2
vI

)−1

where Dcw = (bdiag (Cθθ)) (bdiag (BlmmseCθθ))
# is a block diagonal matrix

that ensures the component-wise unbiasedness constraints.
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5.C B-CWCU-LMMSE bias for limited prior
covariance rank

We consider the case when the prior covariance matrix CA has a limited rank
m = 2. All the notations correspond to those of section 5.6.
Using the eigen decomposition, CA can be written as

CA = UAΛCUH
A (5.50)

where ΛC is a m×m non-degenerated diagonal matrix, and the m columns
of UA form an orthonormal family. We have shown in (5.39) that LMMSE
estimate is biased. In this appendix, we investigate the bias of the Block-
CWCU-LMMSE estimate.

As we have seen in (5.14), the B-CWCU-LMMSE can be deduced from the
LMMSE by compensating the component-wise bias, i.e.,

θ̂bcwculmmse = Dbcwθ̂lmmse (5.51)

where Dbcw = (bdiag (CA)) (bdiag (BlmmseCA))# is a block-diagonal matrix
that ensures the component-wise unbiasedness constraint. The kth diagonal
block of Dbcw is

ET
k DbcwEk =

(
UA,kΛCUH

A,k

) (
UA,kΛBΛCUH

A,k

)# (5.52)

where UA,k = ET
k UA is the kth block of the matrix UA.

Assuming that
(
UH

A,kUA,k

)
is invertible, and Lk ≥ m, developing the pseudo-

inverse leads to

ET
k DbcwEk =

(
UA,kΛCUH

A,k

) (
UA,k

(
UH

A,kUA,k

)−1
Λ−1

C Λ−1
B

(
UH

A,kUA,k

)−1
UH

A,k

)

= UA,kΛ
−1
B

(
UH

A,kUA,k

)−1
UH

A,k
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Finally, one can derive the bias of the B-CWCU-LMMSE:

E|A {Abcwculmmse} = Dbcw E|A {Almmse}
= DbcwUAΛB

[
η
γ

]

=
∑

k

Ek

(
ET

k DbcwEk

)
ET

k UAΛB

[
η
γ

]

=
∑

k

EkUA,k

[
η
γ

]

= A(θ)

Thus, we show that the block-CWCU-LMMSE (with block-size at least m =
2) guarantees joint unbiasedness.
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Chapter 6

Mobile Terminal Positioning via
PDP Fingerprinting

Non-Line-of-Sight and multipath propagation conditions pose signi�cant prob-
lems for most mobile terminal positioning approaches. In contrast, Power De-
lay Pro�le Fingerprinting (PDP-F) thrives on multipath propagation. This
multipath extension of T(D)oA is based on matching an estimated power
delay pro�le from one or several base stations (BSs) (or other transmitters
(broadcast, ...)) with a memorized power delay pro�le map for a given cell.
It is obvious that the overall localization accuracy depends strongly of the
quality of the PDP estimation. In this chapter, we propose exploiting the
prior structural and statistical information to enhance the PDP estimation
and increase the localization accuracy.
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6.1 Introduction
Mobile positioning systems have received signi�cant attention in both re-
search and industry over the past few years. Conventional localization tech-
niques are organized in a two step procedure. The �rst step involves the
measurement of one or more given physical parameters of the transmitted
signal (typically Time or Time-Di�erence of Arrival (ToA, TDoA), path de-
lays...). The later step combines multiple measurements to estimate the
mobile position.
Classically, the delay parameters (ToA, TDoA...) are estimated by analyzing
the local maxima of the channel impulse response. One way to enhance the
estimation accuracy and the scheme robustness is using a �tting between
a parametric model and the estimated channel impulse response. In this
context, the estimation of transmission channel becomes crucial. In fact,
although the Bayesian formulation of channel estimation allows better noise
suppression, the introduced bias is very annoying for the delay estimation
(as it leads to a modi�cation of the pulse-shape structure). That is why the
Bayesian prior is rarely exploited in such applications. Channel estimation
is done typically based on Least-Squares, which leads to unbiased but noisier
channel estimate. This fact was one major (and our initial) motivation for
the introduction of the CWCU parameter estimation. Joint unbiasedness is
not necessary for such application; only block component-wise unbiasedness
is required. For instance, only channel taps forming the principal-lobe of a
given pulse-shape need to be jointly unbiased (see �gure 6.1). One can allow
for interference (contribution of other paths), if this can be motivated by a
noise reduction.

Non-Line-of-Sight (NLoS) and multipath propagation conditions pose sig-
ni�cant problems for most geometric and satellite assisted mobile terminal
positioning approaches. In contrast, power delay pro�le �ngerprinting (PDP-
F) thrives on multipath propagation. This multipath extension of T(D)oA
is based on matching an estimated power delay pro�le from one or several
base stations (BSs) (or other transmitters (broadcast, ...)) with a memo-
rized power delay pro�le map for a given cell. It becomes obvious that the
overall localization accuracy depends strongly of the quality of the PDP es-
timation. We propose exploiting the prior knowledge on the received signal
structure to enhance the PDP estimation and increase the localization ac-
curacy. Moreover, since the received signal comes from a MS located at an
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Figure 6.1: Parametric channel model.

unknown (but existing) position, the PDP parameters can not have arbitrary
values. Classic PDP-F ignores these constraints, and it is thus sub-optimal.
Using a Bayesian framework, we introduce a one step localization approach
taking the localization constraints into consideration. In the case of a multi-
antenna reception, we propose an extension of the PDP-F (PSDP-F) taking
into account the spatial information. PSDP-F can be considered as a mul-
tipath extension of a combination of T(D)oA and AoA methods, that does
not require an explicit requirement for antenna array calibration.
We also propose a validation of PDP-F via simulations that can easily be
reproduced. In these simulations, the multicellular environment consists of
a big box in which multipath arises by re�ection o� the six sides. The re-
sulting PDP depends on the positions of BS and terminal, the attenuation
mechanism and the re�ection coe�cients of the six sides.

This chapter is organized as follows. After a brief overview of the state of
the art in the mobile terminal positioning, the PDP Fingerprinting approach
is described (section 6.3), and evaluated using a ray-tracing multipath simu-
lation environment (section 6.4). In sections 6.5 and 6.6, we investigate the
enhancement of the PDP using parametric deterministic and Bayesian mod-
els, and the corresponding PDP-�ngerprinting schemes respectively. Next,
we introduce an extension of the PDP-F approach for the multi-antenna re-
ception scenario (section 6.7). Finally, a discussion and some concluding
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remarks are also provided in section 6.8.

6.2 Mobile terminal positioning: a brief overview
Mobile positioning systems have received signi�cant attention in both re-
search and industry over the past few years [97, 28]. Indeed, the localization
of the mobile phone has become one of the most important features of com-
munication systems due its various potential applications (e�ective intra and
inter-system hando�, localization of emergency caller...). The basic function
of localization system is to collect information about position-dependent pa-
rameters of a Mobile Station (MS) signal and to process that information to
get a location estimate .

Conventional localization techniques aiming at higher accuracy than sim-
ple cell identi�cation are organized in a two steps procedure [201]. The �rst
step involves the measurement of certain physical parameters of the received
signal (e.g. time, or time-di�erence, of arrival (ToA, TDoA), angle of arrival
(AoA), signal strength...). The signal is assumed to be received under Line
of Sight (LoS) conditions, in which case the parameters of multiple MS-BS
links are required to have position identi�ability. The second step combines
multiple measurements from the link to a convenient number of Base Sta-
tions (BSs) to estimate the mobile position.
Weiss et al. underline the sub-optimality of the two-step approach [8, 205].
In fact, the signal parameters are estimated separately and independently
for each MS-BS link, ignoring the constraint that all measurements must
correspond to the same source. Weiss et al. introduce the �Direct Position
Determination (DPD) approach": the estimated channel impulse responses
for each MS-BS link are processed jointly and the MS position is computed as
the best match to all data simultaneously. Monte Carlo simulations demon-
strate that the DPD method provides better localization accuracy (especially
in the presence of multipath propagation/fading [9]), and allows to work in
an extended (lower) SNR range.

The main cause of inaccuracies observed in conventional localization sys-
tems is the realistic propagation conditions imposed by the wireless channel:
multipath propagation and often Non Line-of-Sight (NLoS) conditions. In
fact, the conventional methods rely on the line-of-Sight path between a base
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station and the Mobile station. However, in an urban environment, a LoS
condition (i.e. the LoS path being present) is rarely satis�ed for three BSs at
the same time. This fact degrades the localization performance (identi�abil-
ity and accuracy) of conventional techniques and creates the need to develop
more accurate techniques suited for these propagation.
To alleviate this problem, Porretta et al. suggest tracking the MS position
to obtain more reliable position estimates [142, 143]. The combination of a
ToA and AoA measurement allows localization identi�ability from just one
MS-BS link. Based on the ToA and AoA measurements, the MS location is
estimated by following two alternative procedures. When the MS is in the
LoS condition, the location is determined through the parameters relevant to
the �rst path received at the BS (AoA and ToA). On the other hand, under
the NLoS condition, the MS position is determined by minimizing a given
cost function (taking into account the ToA, the AoA, and the coordinates
of the obstacles found along the AoA for the �rst N paths). An alternative
approach is proposed by Nájar et al. [119, 120]. In LoS condition, the es-
timation of the ToA of the LoS and a NLoS path allows the determination
of an o�set (bias) between the two ToAs. This bias is then subtracted to
the ToA of the NLoS path during NLoS conditions to provide an estimate of
the LoS ToA. In general, the position estimate accuracy and its identi�abil-
ity can always be improved by adding a Kalman �ltering stage to track the
location trajectory, on the basis of brute position estimate. The use of the
Kalman �lter allows the tracking, not only of the position and the velocity
of the mobile, but also of the ToA bias caused by multipaths, and NLoS
conditions.

While previous techniques try to reduce the multipath and the NLoS ef-
fects, those cannot be eliminated, and the errors they induce are di�cult
to predict. For that reason, some new localization methods (e.g. Received
Signal Strength and Location Fingerprinting) have been designed to obtain
optimal performance in urban environment. Those techniques not only over-
come the problems related to the propagation environment, but also take
advantage from the temporal diversity of the wireless channel. The idea is to
use a previously collected or predicted signal database (location dependent
parameters) from the coverage area. The terminal measures the same pa-
rameters, and sends it to the localization server in the network. The position
is then determined by a correlation algorithm, which compares the measured
signal parameters with the information stored in the database.
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The Enhanced Signal Strength (ESS) method is based on this principle, and
has allowed the deployment of personal locator systems in PHS service areas
in Japan. The position of the mobile is determined using the signal strength
of preferably three to �ve base stations. From this input plus information
from the base station database, the system can calculate the position of the
MS [97]. The database is built by simulating the signal propagation charac-
teristics of every wireless transmitting antenna in the area of interest. Heikki
et al. propose building the signal strength database through measurements
instead of computation [102].
Instead of exploiting signal strength, the Location Fingerprinting (LF) (in-
troduced by U.S. Wireless Corp. of San Ramon, Calif.) relies on signal
structure characteristics [97, 202, 203, 204]. By combining multipath pattern
with other characteristics, the LF creates a signature unique to a given loca-
tion. The position of the mobile is determined by matching the transmitter's
signal characteristics to an entry of the database. For LF, multipoint signal
reception is not required: the system can use data for only a single point to
determine location. Ahonen and Eskelinen suggest using the measured Power
Delay Pro�les (PDPs) in the database [5, 6]. Thus, the location estimation
is possible by using only one BS due to the additional information provided
by the PDP, i.e., the amplitudes and the delays of the multipath components.

Due to channel reciprocity the knowledge of the Channel Impulse Re-
sponse (CIR) and its parameters can be exploited either in the downlink at
the MS or in the uplink at the BS. In case the CIRs to multiple BSs are used,
they can be either be exploited in the downlink at the MS, or in the uplink
at a switching center connecting several BSs.

6.3 PDP �ngerprinting, with and without time
reference

6.3.1 Fingerprinting for localization
Location Fingerprinting is a general localization method that can be ap-
plied to any cellular or WLAN (Wireless Local Area Network) network. The
key idea is to store signal structure information, from the whole coverage
area of the localization system, in a database. The database should contain
collected or predicted position dependent signal information (a position sig-
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nature called �ngerprints) with a resolution comparable to the accuracy that
can be achieved with the method. The MS measures the same parameters,
and sends it to the localization server in the network. The position is then
determined by a correlation algorithm, which compares the measured signal
parameters with the information stored in the database.

The major e�ort in applying location �ngerprinting is the creation and
maintenance of the database. The signal �ngerprints for the database can
be collected either by:

• measurements: a vehicle drives through the coverage area collecting
the signal �ngerprints at each position.

• or by a computational network planning tool: by simulating the signal
propagation characteristics of every transmitting antenna in the area
of interest.

Measurements are more laborious but produce more accurate �ngerprint
data. Also a combination of measured and computed �ngerprints can be
used.

6.3.2 Basic synchronous PDF �ngerprinting method
An important consideration in the location �ngerprinting technique is the
choice of the signal �ngerprints. Any location-dependent signal information
that can be measured by the MS or the BSs is useful for the location �n-
gerprinting technique. The signal �ngerprints could include signal strength,
signal time delay, or even channel impulse response. Ahonen and Eskelinen
suggest using the measured PDPs as a signal �ngerprints for UMTS systems.
The power delay pro�le shows the power and the arrival times of the di�erent
ray-paths between the selected transmitter and the selected receiver (see �g-
ure 6.2). In the case of synchronous network, the �rst peak of the measured
PDP determines the time of arrival (ToA) of the received signal, which is
used for the ToA algorithm. In addition, the PDP �ngerprinting (with time
reference) takes advantage of the entire measured PDP (the whole temporal
diversity). Therefore, the system can use data from only a single point to
determine location; multipoint signal reception is not required, although it
is highly desirable.
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Figure 6.2: Example of Power Delay pro�le with a LoS path.

In the case of an asynchronous network, absolute ToA information is not
available (only relative ToA, or TDoA between paths). The measured PDP
could match with any delayed version of the PDPs stored in the database.
We call this variant "PDP �ngerprinting without time reference". In theory,
if the number of multiple paths increases, multipoint signal reception is not
required. In practice, multipoint signal reception for PDP-F (without time
reference) is desirable to have a good positioning accuracy (see �gure 6.7).
PDP-F with and without time reference can be interpreted as an extension
of the ToA and TDoA classic approaches.

6.3.3 Synchronous and asynchronous matching score func-
tion

A second important consideration in the location �ngerprinting technique is
the choice of the matching score [212]. In fact, for each location (x, y) a
matching score can be computed from the measured P̂DP and the stored
PDP(x,y). The MS position is determined by minimizing the distance be-
tween the two quantities (called matching score).

For one-BS signal reception scenario, typically we use the Least Square (LS)
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cost function:

C(x, y) =
∥∥∥P̂DP − PDP(x,y)

∥∥∥
2

(6.1)

For multi-BS signal reception scenario, one can use the following LS cost
function (or a weighted version):

C(x, y) =
K∑

k=1

∥∥∥∥P̂DP
(k) − PDP

(k)
(x,y)

∥∥∥∥
2

(6.2)

where K is the number of BSs, and P̂DP
(k)

denotes the observed PDP at
the kth BS.
In the asynchronous (absence of time reference) case, the criterion (6.1) would
becomes

C(x, y) = min
∆τ

∥∥∥P̂DP∆τ − PDP(x,y)

∥∥∥
2

(6.3)

where P̂DP∆τ is P̂DP slighted over a synchronization delay ∆τ . In the single
path case, this becomes the Received Signal Strength (RSS) �ngerprinting
method. So, the criterion in (6.3) can be considered to be an extension of
the RSS method to the frequency selective channel.

6.4 Ray tracing multipath in a box
6.4.1 Localization validation using ray tracing multi-

path in a box
Generally, we assume an approximate signal/propagation model to yield a
practical implementation of the proposed localization techniques. In this
subsection, the proposed scheme will be validated using more accurate prop-
agation and/or received signal models. The simulation environment is a
crucial issue for the validation of localization algorithms. In the literature,
two main strategies are adopted to validate the proposed algorithms:

• Evaluation in real or like-real scenario: the evaluation is done via an
experimental localization trial or by simulating the propagation envi-
ronment using a network planning tool featuring a three-dimensional
ray-launching method.
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• Evaluation on a �xed CIR: the delays and the gains of the di�erent
channel taps are �xed according to a given channel model (Vehicular
A, B, indoor to outdoor A, B...).

There is no doubt that the most accurate evaluation technique will rely to
real scenario evaluation. However, those techniques are often expensive, time-
consuming, labor intensive, and not easy to reproduce. On the other hand,
using a �xed CIR seems to be insu�cient and does not allow position track-
ing scenarios.
In this section, we propose a validation of the PDP �ngerprinting using a ray-
tracing multi-path in a box. The proposed validation technique produces a
new tradeo� between complexity and evaluation accuracy; and it can easily
be reproduced. The multicellular environment consists of a big box in which
multipath arises by re�ection from the six sides (�gure 6.3).

Figure 6.3: The multicellular simulation environment.

Note that even if this propagation environment may be a far cry from real-
istic wireless environments (except for certain indoor or street scenarios), it
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allows to generate realistic power delay pro�les, which is the key ingredient
of the method considered here.

The ray tracing multipath environment is taken from the acoustics word
(�gure 6.4). The method used for the simulation of the impulse response
between the MS and the multiple BSs is similar to the image method [139].

Figure 6.4: The ray tracing simulator.

The image method originates in geometrical acoustics. It states that only
specular re�ections of sound are important. The real scene is complemented
with additional images of original space mirrored by walls that are to re�ect
the sound. The intensity of the new sound sources is decreased according to
the absorption of walls and air. Only direct propagation of sound from the
original source and from new sources (resulting from mirroring) is then taken
into account [7].

However, as we consider electromagnetic propagation at a certain carrier
frequency, several modi�cations should be taking into account:

• Due to the narrow-band transmission at a certain carrier frequency,
we should consider complex channel impulse response, and take into
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account the phase modi�cation caused by the electromagnetic waves
re�ections.

• We include a wave attenuation model (with respect to the distance).

• We perform a more precise sampling operation via a pulse shape (in-
stead of a simple delays ceiling).

Note that if we multiply the sampling frequency and divide the box dimen-
sions by the same factor, we recover the same sampled impulse response as
previously (up to a multiplicative factor). Thus, the sampling frequency and
the box dimension do not have, independently, intrinsic interpretations. The
box can be sized according to the cell volume, the distribution of the major
obstacles...

Due to the symmetry of our simulated propagation environment, another
artifact is being introduced. In fact, if the re�ection coe�cients of the dif-
ferent faces are equal and if the BS is located at the center of the box, the
environment will have four mirror symmetries. Thus, the same channel im-
pulse response will be received at eight distinct positions (see �gure 6.5). A
real propagation environment is too complex to be symmetric. To alleviate
this artifact, one can use distinct re�ection coe�cients on the di�erent box
faces, avoid positioning the BS at a box symmetry plan, and/or force the MS
to move on a limited area (�gure 6.5).

6.4.2 PDP �ngerprinting validation using ray tracing
multipath method

In this section, we propose a validation of the PDP �ngerprinting via the ray
tracing multipath environment proposed above. We consider a cubic box with
dimensions 1000×1000×1000. To simulate the channel impulse response we
refer to the CDMA2000 standard. The CDMA chip-rate in the simulation is
3.8 MHz, with an up-sampling factor equal to 4. We also consider a raised
cosine pulse-shape to perform more precise sampling operation.
Given an MS position, the channel impulse response is simulated using the
ray-tracing multipath routine. White Gaussian noise is added. The PDP
estimate is computed by taking the magnitude of the noisy CIR. Finally,
the MS position is determined by matching the estimated PDP and the pre-
stored PDP database. Figure 6.6 plots the Root Mean Square positioning
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Figure 6.5: Symmetry artifact in the "ray tracing multipath in a box" sim-
ulation environment.

Error (RMSE) for the PDP-Fingerprinting function of the spatial resolution
for SNR = +∞, and SNR = 10dB.
We see that the sensibility of positioning error to discretization depends on
the SNR of the channel estimation. Figure 6.7 compares the PDP-F using
1 and 2 base stations with and without time reference. For the case of 2
BSs, the noise power on the 2 BSs is assumed to be the same. The SNR on
the x-axis corresponds the SNR at the strongest BS signal. We see that for
the one point signal reception scenario, the synchronization between the MS
and BSs increases signi�cantly the positioning accuracy. However, the e�ect
of synchronization is not too spectacular for the multipoint signal reception
scenario (TDoA-like information is su�cient to give satisfying precision).
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Figure 6.6: RMSE vs. Discretization step for SNR = +∞, and SNR =
10dB.

6.5 Parametric power delay pro�le estimation
In a multipath propagation environment, the received impulse response be-
tween a MS and a BS antenna can be written as:

h(t, τ) =
L∑

l=1

Al(t) ejϕl(t) p(τ − τl(t)) (6.4)

where L denotes the number of paths, p(t) is the convolution of the transmit
and receive �lters, τl(t), Al(t) ≥ 0 and ϕl(t) are respectively the delay, the
fading amplitude and phase of the lth path. The path delay and fading am-
plitude vary slowly with the position; whereas the fading phase varies rapidly
(with 2π over one wavelength). If the MS moves slowly, one can assume de-
lays and fading amplitudes to be constant over T channel observations, but
the fading phases are certainly not.
The (�ltered) PDP is obtained by averaging the squared CIR magnitude over
the path phases:

PDP (τ) = Eϕ |h(t, τ)|2 =
L∑

l=1

A2
l p

2(τ − τl). (6.5)
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Figure 6.7: Positioning accuracy for PDP-F with and without time reference
using 1 BS (left) or 2 BSs (right).

The channel parameters are observed indirectly through the received data.
Usually the channel estimation is based on a known sequence of symbols
(training or pilot sequence), which is unique for a certain transmitter and
which appears in every transmission burst. Thus, the channel estimator is
able to estimate the CIR for each burst separately by exploiting the known
transmitted symbols and the corresponding received samples. In the major-
ity of mobile positioning techniques, CIR estimation are performed using a
simple matched �ltering [93], or the Least-Squares estimation [49]. If the
training sequence is long enough, the estimated CIR can be written as:

ĥ(t, τ) =
L∑

l=1

Al ejϕl(t) p(τ − τl) + v(t, τ) t = 1 : T (6.6)

where v(t, τ) denotes the additive white Gaussian estimation error with a
variance σ2

v .
Then, the PDP is commonly estimated by averaging the squared magnitude
of the estimated taps, i.e.,

P̂DP (τ) =
1

T

T∑
t=1

∣∣∣ĥ(t, τ)
∣∣∣
2

(6.7)
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However, if the mobile moves rapidly and/or some paths are not resolvable
(due to the limited bandwidth of the pulse-shape p(t), path contributions
may strongly overlap in delay), the averaging may provide a poor PDP es-
timation, and hence poor localization accuracy. In the following, structural
and statistical prior information about the channel are exploited to enhance
the PDP estimation.

6.5.1 Deterministic PDP estimation
In this section, a structural priors for the wireless channel is considered such
as the multipath propagation model (in (6.6)), and the prior knowledge of
the pulse-shape. The parameters τl, Al, and ϕl(t) are considered unknown
deterministic parameters. The exploitation of this structural information
leads to the following two-step procedure:

• First, estimate the model parameters by optimizing the Maximum Like-
lihood criterion

τ̂l, Âl, {ϕ̂l(t)}t=1:T = arg min
τl,Al,ϕl(t)

T∑
t=1

N∑
τ=1

∥∥∥∥∥ĥ(t, τ)−
L∑

l=1

Al ejϕl(t) p(τ − τl)

∥∥∥∥∥

2

(6.8)

• Then, construct the PDP estimate as

P̂DP (τ) =
L∑

l=1

Â2
l p2(τ − τ̂l) (6.9)

Minimizing (6.8) leads to a di�cult non-linear optimization problem. Al-
though the least-squares problem (6.8) is separable in the complex path am-
plitude Ale

jϕl(t) a di�culty arises from imposing that Al does not depend on
t. To have a tractable solution, we propose a two step optimization scheme.
First, we estimate the paths delays τl and the complex fading coe�cients
bl(t) = Ale

jϕl(t). Then, the constant fading amplitudes and the varying
phases are extracted from the varying complex coe�cients bl(t) using an LS
based technique.
For the clarity of the algorithm description, we shall consider matrix nota-
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tion. Equation (6.6) becomes

ĥ(t) = [pτ1 · · ·pτL
]︸ ︷︷ ︸

Pτ




A1 ejϕ1(t)

...
AL ejϕL(t)




︸ ︷︷ ︸
b(t)

+v(t) t = 1 : T

where ĥ(t) =
[
ĥ(t, t0) · · · ĥ(t, t0 + (N − 1)ts)

]T

, and similarly for v(t), τ =

[τ1 · · · τL]T , and pτ = [p(t0 − τ) · · · p(t0 + (N − 1)ts − τ)]T . N is the channel
impulse length, and t0 is the sampling period. Note that pT

τ = pH
τ

The paths delays τ and fading coe�cients b(t) should minimize:

τ̂ , b̂(t) = arg min
τ ,b(t)

T∑
t=1

∥∥∥ĥ(t)−Pτ b(t)
∥∥∥

2

(6.10)

The problem is quadratic in b(t), leading to the estimates b̂(t) =
{
PT

τ Pτ

}−1
PT

τ ĥ(t)
for a given τ . The resulting problem for τ is non-linear:

τ̂ = arg min
τ

T∑
t=1

ĥH(t)P⊥Pτ
ĥH(t) (6.11)

where PPτ = Pτ

(
PT

τ Pτ

)−1
PT

τ , P⊥Pτ
= I − PPτ represent the projection on

the column space of Pτ , and its orthogonal subspace.
We propose estimating these parameters by exploiting the sparse nature of
the CIR through the use a Matching Pursuit (MP) algorithm. The MP
has been used in a variety of applications [149], and particular to derive
accurate channel estimates [37, 92, 38, 104]. Using the standard form of the
MP algorithm, we �rst �nd the delay τ1, such as pτ1 is that best aligned
with the di�erent channel realizations h(0)(t) = ĥ(t). Then, for each channel
realization, the projection of h(0)(t) along pτ1 is removed from h(0)(t) and the
residual h(1)(t) is found. Now, the delay τ2 which best aligns pτ2 and h(1)(t)
is computed and a new residual h(2)(t) is formed. The algorithm proceeds by
sequentially choosing the column that best matches the residual until some
termination criterion is met. The lth iteration is described in the following
paragraph.
For a given delay τ0, we denote the projection onto the vector pτ as Pτ =



206 Chapter 6 Mobile Terminal Positioning via PDP Fingerprinting

PPτ = pτp
H
τ / ‖pτ‖2. The delay τ̂l is selected such that pτl

is best aligned
with the residual h(l−1)(t) t = 1 : T , i.e.,

τ̂l = argmax
τl

T∑
t=1

∥∥Pτl
h(l−1)(t)

∥∥2
= argmax

τl

T∑
t=1

∣∣pH
τl

h(l−1)(t)
∣∣2 (6.12)

where the second equality exploit the fact the ‖pτ‖2 is essentially constant
over most of the range of τ .
The previous maximization can be carried out using a two step procedure.
First, a brute-force exhaustive search is performed on a quantized delay grid
(to avoid local minima). Then the optimization is re�ned using e.g. the
golden section algorithm.
Once the path delay is estimated, the complex fading coe�cients are deduced:

b̂l(t) =

(
pTbτl

h(l−1)(t)
)

‖pbτl
‖2 t = 1 : T (6.13)

Finally, the new residual vectors are computed:

h(l)(t) = h(l−1)(t)− b̂l(t)pbτl
t = 1 : T (6.14)

The recursions are repeated until a speci�ed number of taps Lmax been se-
lected or the residual becomes su�ciently small, i.e.,

P
t‖h(l)(t)‖2P

t‖bh(t)‖2 < ε, where
ε can be chosen as a function of σ2

v .
In a somewhat more coupled version of the MP approach, a re-estimation
of all complex path amplitudes can be performed with each newly added
path, i.e., b̂1:l(t) =

(
PTbτ1:lPbτ1:l)−1

PTbτ1:lĥ(t) would replace (6.13), and h(l)(t) =

ĥ(t)−Pbτ1:lb̂1:l(t) which would replace (6.14).

In the previous step, we have ignored the constraint that ∀l bl(t), t =
1 : T, have the same magnitude. In fact, the estimated complex fading
coe�cient (corresponding to the lth path) can be written as:

b̂l(t) = Ale
jϕl(t) + b̃l(t) t = 1 : T (6.15)

where b̃l(t) are the fading estimation errors. If the paths are resolvable (path
contributions do not overlap much), the estimation errors can be assumed to
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be white Gaussian. In this case, a Maximum Likelihood formulation leads to
the following LS problem:

Âl, ϕ̂l(t) = arg min
Al,ϕl(t)

T∑
t=1

∣∣∣̂bl(t)− Ale
jϕl(t)

∣∣∣
2

= arg min
Al,ϕl(t)

T∑
t=1

∣∣∣̂bl(t)e
−jϕl(t) − Al

∣∣∣
2

. (6.16)

Thus, the fading amplitudes and phases are estimated as:




Âl =
1

T

T∑
t=1

∣∣∣̂bl(t)
∣∣∣

ϕ̂l(t) = angle
(
b̂l(t)

)
/ ej bϕl(t) = b̂l(t)/

∣∣∣̂bl(t)
∣∣∣

(6.17)

Finally, the re�ned PDP estimate is computed as in (6.9).

6.5.2 Bayesian PDP estimation
If the propagation paths are resolvable (in delay), the deterministic approach
in (6.8) is appropriate. However, if this is not the case and the channel taps
are the superpositions of di�erent paths arriving at almost the same delay,
i.e.,

Al(t)e
jϕl(t) =

Kl∑

k=1

Al,ke
jϕl,k(t) (6.18)

Therefore, modeling the fading amplitudes as deterministic quantities is no
longer appropriate and a Bayesian modeling is warranted. In this section, we
assume that the complex fading vector b(t), and the additive noise v(t) are
independent i.i.d. zero-mean Gaussian vector processes, i.e.,

b(t) ∼ N (0,Cb)
v(t) ∼ N (0, σ2

vIN)
, t = 1 · · ·T (6.19)

where N (0,C) denotes the zero-mean complex normal distribution with co-
variance matrix C, Cb = diag (σ2

b,1 · · · σ2
b,L) is a diagonal matrix characteriz-

ing the covariance of the random complex fading amplitudes.
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The statistical model (6.19) implies that the ĥ(t) are modelled as i.i.d. com-
plex Gaussian vectors with ĥ(t) ∼ N (0,Ch) , Ch = PτCbP

T
τ + σ2

vIN . Thus,
whereas in the deterministic case the channel is parameterized by path delays
and amplitudes, the Bayesian model parameterizes the channel with path de-
lay and power. The considered approach is Bayesian for h(t), but Maximum
Likelihood for the parameters τ and Cb. To distinguish from the determin-
istic ML approach in the previous section, the ML approach considered here
will called Rayleigh ML.
Taking into account the statistical model, the likelihood of the channel pa-
rameters is given by:

L (τ ,Cb) ∝ −T ln (detCh)−
T∑

t=1

ĥH(t)C−1
h ĥ(t) (6.20)

Maximizing (6.20) (with respect to τ , Cb) is again a di�cult non-linear prob-
lem. In this section, we will not elaborate on the global maximization of the
Rayleigh likelihood. We will restrict our interest to the local identi�ability
of the Bayesian localization approach. Application to mobile localization is
considered in the section 6.6.2.

To investigate the local identi�ability of Bayesian PDP-Fingerprinting,
we assume that paths are well separated, which implies

pT
τi
pτj

≈ σ2
pδi,j (6.21)

where σ2
p is the energy of the pulse-shape, and δi,j is the Kronecker delta

function. Under this assumption, 1
σp

Pτ becomes an orthogonal matrix and
the determinant of Ch does not depend on the path delays:

det (Ch) =
L∏

l=1

(
σ2

pσ
2
b,l + σ2

v

)
(6.22)

On the other hand, using the matrix inversion lemma (Sherman�Morrison�-
Woodbury formula) [61], one can also show that

C−1
h = σ−2

v IN − σ−2
v

L∑

l=1

σ2
b,l

σ2
b,lσ

2
p + σ2

v

pτl
pH

τl
(6.23)
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Using (6.22) and (6.23), the Fisher Information Matrix (FIM) can be derived
for the parameters τl, σ2

b,l, l = 1 : l. On the other hand, di�erentials in these
channel parameters can be coupled to di�erentials in the position (dx, dy).
By assuming a certain scenario for obstacle positions and path attenuation
exponent, this leads to a FIM for the estimation of (dx, dy). One can show
that this FIM is non-singular (with a probability one over a random sce-
nario distribution) for L ≥ 2. Thus using one BS, the mobile localization
is locally identi�able if we consider at least two paths, which is consistent
with the identi�ability results derived in the framework of classic geomet-
ric localization (in the LoS conditions, at least 2 BSs are needed for local
identi�ability).

6.6 Signature vs. direct position �ngerprinting
Location �ngerprinting, as any localization, can be implemented using two
philosophies:

• Signature based �ngerprinting, in which the localization is decomposed
on two steps. First, a signal �ngerprint (PDP in our case) is computed.
Then, the MS location is determined by matching the measured and
the stored signal signature.

• Direct position �ngerprinting, in which signal signature is not explicitly
computed. Using signal structure information previously collected from
the whole coverage area, one can select the position from which the
measured signal is likely coming from.

6.6.1 Signature based �ngerprinting
Signature based �ngerprinting performs separately the �ngerprint estimation
and the matching:

• Estimation stage: computes the signal signature (�ngerprint). No-
constraints are imposed on the estimate. The estimation scheme ignores
the fact that the observed signal comes from an MS located at a given
position.
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• Matching stage: �nds the best match between the computed and stored
�ngerprints. Prior information on the MS position can be useful to
reduce the search area and avoid positioning ambiguities.

Obviously, the overall localization accuracy depends strongly on the �nger-
print estimation quality. Particularly, the accuracy of the PDP estimation is
a�ected by two major sources of impairment [31]:

• Additive noise: because the input signal is recorded in presence of noise,
the estimated CIR (then the PDP) is always corrupted by a random
�uctuation.

• Outlying noise: if the SNR at a given delay fall below a given threshold,
the corresponding PDP component will contain almost no useful infor-
mation on the source localization: these values must be interpreted as
outlying components.

Using the simulation environment described in the section 6.4.1, we investi-
gate the e�ect of the PDP estimation on the localization accuracy of the PDP-
�ngerprinting. Figure 6.8 compares the RMSE of the PDP-�ngerprinting
(function of the input SNR) where the PDP is estimated using non-parametric
scheme (as in (6.7)) or parametric deterministic model (as in (6.9)).
We remark that the parametric PDP estimation outperforms the non-parametric
scheme. In fact, exploiting the prior knowledge of the pulse-shape increases
the robustness of the estimation scheme to additive noise and outlying com-
ponents (by ignoring paths with low energy). This leads to more accurate
PDP estimation, which in turn leads to better localization performance.

6.6.2 Direct position �ngerprinting
The observed CIR comes from a MS located at an unknown (but possible)
position. Thus, the PDP delays and fading amplitudes variances cannot have
arbitrary values. Ignoring these constraints makes the previous localization
scheme sub-optimal. The Bayesian modeling provides an appropriate frame-
work to solve this problem.
Using the Bayesian structure, the PDP is parameterized by the time delay
and the fading variance of the di�erent paths. During the creation and the
maintenance of the database, these parameters are estimated and stored at
positions in the coverage area on some sampling grid.
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Figure 6.8: Positioning accuracy for PDP-F vs. SNR (using non-parametric
and deterministic parametric PDP estimation schemes).

The likelihood that the received CIR ĥ(t), t = 1 : T, comes from a MS
located around the position corresponding to the pth database entry is:

L
(
ĥ1 · · · ĥT |τ (p),C

(p)
b

)
∼ − ln

(
detC

(p)
h

)
− tr

{
C
−(p)
h Ĉh

}
(6.24)

where C
(p)
h is the channel covariance matrix computed using τ (p) and C

(p)
b

(the time delay and amplitude covariance stored at the pth database entry).

Ĉh =
1

T

T∑
t=1

ĥ(t)ĥH(t) is the observed sample covariance matrix.

The MS position is the selected by maximizing this likelihood, i.e.,

p̂ = arg max
p

L
(
ĥ1, · · · , ĥT |τ (p),C

(p)
b

)
(6.25)

This leads to a one step localization approach taking into account the con-
straints imposed by the MS location. Prior information on the MS location
(using, for example, a tracking scheme) can be exploited to reduce the opti-
mization subspace and avoid potential positioning ambiguities.
A posteriori, the proposed approach can be interpreted as a kind of extension
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of the DPD localization scheme [8, 205] to multi-paths propagation environ-
ment.

Di�erentiating the likelihood leads to

∂L (τ ,Cb) = ∂
(
− ln (detCh) + tr

{
C−1

h Ĉh

})

= −
(
tr

{
C−1

h ∂Ch

}
+ tr

{
C−1

h ∂Ch C−1
h Ĉh

})

= −1

2
∂ tr

{
C−1

h

(
Ĉh −Ch

)
C−1

h

(
Ĉh −Ch

)}

= −1

2
∂

∥∥∥C
− 1

2
h

(
Ĉh −Ch

)
C
−H

2
h

∥∥∥
2

F
(6.26)

where ‖C‖F and C
1
2 denote respectively the Frobenius norm and a square

root of the matrix C.
Thus, the Rayleigh maximum likelihood approach leads to the Optimally
weighted Covariance Matching (OCM) method [58]. The parameters are se-
lected in order to match the whole covariance matrix Ĉh, and not only the
PDP (the diagonal elements). It is also remarkable that if the channel im-
pulse response is su�ciently sparse (pulse-shape supports do not overlap), the
covariance matrix Ch is almost diagonal, and the deterministic and Bayesian
estimation techniques coincide.
Moreover, prior information on the signal structure are available and can
exploited to enhance the estimation of the observed covariance matrix. Dif-
ferent levels of structural information can be considered: subspace decom-
position, and high resolutions methods can be used to emphasize the prior
structure of the observed covariance matrix. Exploiting the prior structure
improves the localization accuracy and resolution, and de�nes intermediate
approaches between the classic geometric and mapping techniques.

6.7 Power space delay pro�le �ngerprinting for
mobile localization

In the MISO/MIMO (Multi-Input Single/Multi-Output) cases, we consider
Base Stations equipped with an M -element antenna array. Traditional ge-
ometric techniques exploit the additional spatial information by estimating
jointly the Angle and the Time of Arrival which leads to an increase in the
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localization accuracy[172]. On the other hand, traditional mapping meth-
ods consider separately the di�erent observations received at the antenna
array elements, without exploiting the relation between these observations.
In particular, the PDP removes all phase information. Thus the classic PDP
�ngerprinting techniques do not exploit the spatial information provided by
the antenna array reception. Once again, we propose exploiting the prior
information on the channel structural and statistical prior to enhance the
localization accuracy.
The received impulse response from a MS on an antenna array :

h(t, τ) =
L∑

l=1

Al(t)e
jϕl(t) g(θl) p(τ − τl) (6.27)

where g(θl) is the vector response of the antenna array to the lth path in
direction θl. Under the narrow-band assumption, g(θl) re�ects mainly the
phase-shifts that the carrier signal undergoes when imprinting on the con-
secutive antenna elements from direction θl.
We de�ne the Power Spatial Delay Pro�le (PSDP) as

PSDP(τ)︸ ︷︷ ︸
M×M

= Eb

{
h(t, τ)hH(t, τ)

}

=
L∑

l=1

σ2
b,l |p(τ − τl)|2 g(θl)g

H(θl) (6.28)

where Eb {.} denotes the expectation over the fading coe�cients (assumed
to be independent), which can be estimated by assuming local spatial or
temporal ergodicity. Remark that the mth diagonal element of the PSDP
corresponds to the PDP of the received impulse response between the MS
and the mth BS antenna array element. And as the PDP varies slowly with
position, those diagonal elements are almost equal. Notice also that the
schemes proposed in the sections 6.5 and 6.6 can be easily generalized to the
PSDP case. The path angle θl and delay τl can be jointly estimated using
for example the JADE algorithm [194, 195, 196].

As for any �ngerprinting based approach, the matching score design is a
critical issue. Since the PSDP provides extra freedom degrees, it gives addi-
tional �exibility in the design of the matching score function. For instance,
to extend the score function in (1), one can compute the matching score
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between the estimated CIR, and the stored PSDPx,y as:

C(x, y) =
∥∥∥P̂SDP(τ)−PSDPx,y(τ)

∥∥∥
2

F
(6.29)

where P̂SDP(τ) = 1
T

∑T
t=1 hH(t, τ)h(t, τ) the sampling PSDP estimates.

Another possible matching score function is:

C(x, y) =
T∑

t=1

∑
τ

PDP 2
x,y(τ)

(
hH(t, τ)PSDP−1

x,y(τ)h(t, τ)−M
)2 (6.30)

Remark that for M = 1 (in which a case PSDP = PDP ), (6.29) and (6.30)
lead to the PDP LS cost function (as in (1)).

We propose to investigate the PSDP �ngerprinting via the ray tracing
multipath environment. We consider M = 2, and the matching score (1)
for the PDP-F and (6.29) for PSDP-F. We plot the Root Mean Square posi-
tioning Error (RMSE) as a function of CIR estimation SNR for 1 and 2 BSs
(�gure 6.9).
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Figure 6.9: Positioning accuracy for PSDP-F vs. SNR using 1 and 2 BSs.

We remark that using multi-BSs reception is advantageous. As usual, per-
formances saturate due to the discretization of the stored PSDP.
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Next, we compare the PDP vs. PSDP based approaches (�gure 6.10). We
�x the spatial discretization for the PDP-F to twice that of the PSDP-F. Re-
mark that with this resolution choice, we have a comparable number of score
evaluations for the search algorithms for both PDP and PSDP. However, the
PDP database construction and maintenance is much more expensive and
time consuming.
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Figure 6.10: Positioning accuracy for PSDP-F vs. PDP-F using 1 BS.

We see that even when using lower resolution, the employment of PSDP is
advantageous in the higher SNR region.

6.8 Conclusion
In this chapter, we have investigated the PDP �ngerprinting localization
technique on multipath propagation. This multipath extension of T(D)oA
is based on matching an estimated power delay pro�le from one or several
base stations (BSs)(or other transmitters (broadcast, ...)) with a memorized
power delay pro�le map for a given cell. Not only is the PDP �ngerprinting
robust to the propagation conditions imposed by wireless communication,
but also it exploits multipath propagation instead of combating it.
We have proposed a validation method for PDP-F via simulations that can
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easily be reproduced. The multicellular environment consists of a big box
in which multipath arises by re�ection from the six sides. This ray tracing
multipath environment is taken from the acoustics world, and adapted to
electromagnetic propagation at a certain carrier frequency. The resulting
PDP depends on the positions of BS and terminal, the attenuation mecha-
nism and the re�ection coe�cients of the six sides.
We have also proposed a parametric deterministic and a Bayesian models
to enhance the PDP estimation. The simulations show that the parametric
estimation is more robust to the additive noise and outlying components,
and leads to an enhancement of the PDP-F localization accuracy. On the
other hand, the Bayesian framework seems to be an appropriate introduction
to one step localization approaches, that takes into considerations the MS
location constraints.
Finally, we have proposed an extension of the PDP-F taking into account
spatial information available with a multi-antenna reception. PSDP-F can
be considered as a multipath extension of the combined T(D)oA and AoA
methods, without explicit requirement for antenna array calibration.
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Chapter 7

General Conclusions

In this thesis, we have investigated the audio signal enhancement and Bayesian
parameters estimation problems. Particularly, we have underlined the ben-
e�t of exploiting prior information on the spectral, spatial, and statistical
signal structure. This work has been organized in two parts. The �rst part
investigates several con�gurations of the acoustical signal enhancement and
restoration problem. The second part focuses on Bayesian parameter esti-
mation and applications to channel estimation and mobile localization.

First, we have investigated audio signal enhancement. We have exploited
the time-frequency prior structure of audio signals. We have modeled an
elementary audio signal as a periodic signal with slow global variation of
amplitude (characterizing the temporal evolution of the signal power) and
phase (emphasizing the harmonic structure). The bandlimited variation of
global amplitude and phase gets expressed through a subsampled represen-
tation and parametrization of the corresponding signals. Assuming additive
white Gaussian noise and small time warping variation, a Maximum Likeli-
hood approach was proposed for the estimation of the model parameters and
the optimization is performed in an iterative (cyclic) fashion that leads to a
sequence of simple least-squares problems.
In chapter 2, we have applied the proposed structural decomposition to the
classic noise reduction problem. Simulations show that the proposed scheme
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is suitable for the analysis of musical notes, and produces good auditive syn-
thetic results. We have also considered application to speech enhancement.
The prior structure was exploited to identify and enhance voiced frames.
Simulations show that the enhancement technique achieves quite good per-
formance (especially in very noisy environments).
In chapter 3, we have investigated underdetermined convolutive audio source
separation. We have proposed a separation technique that takes into account
simultaneously the source signal structure and the propagation environment
parameters (ToA, signal attenuation). Experimental results reveal that the
proposed approach allows extracting several musical notes accurately from
an underdetermined mixture, and produces good auditive synthetic results.
Simulations show also that the proposed scheme outperforms the classic sep-
aration schemes in terms of accuracy and robustness.

For multi-microphone con�gurations, additional spatial information is avail-
able. We have showed that: despite the source position being unknown, a
SIMO channel tends to become allpass as the number of sub-channels and/or
the reverberation delay spread increases. We call such prior spatial informa-
tion "spatiotemporal diversity". In chapter 4, we investigate the blind dere-
verberation of audio signals. We propose a multichannel linear prediction
based equalizer, exploiting spatial, temporal, and spectral diversities. Simu-
lations show that the proposed Delay-&-Predict Equalizer scheme performs
better than the classic Delay-&-Sum Beamformer, especially if only few mi-
crophones are available.
We have also investigated two robustness issues in the design of the LP-based
equalizer in the presence of additive white noise. First, we have examined
the e�ect of relative subchannel delay compensation on the output SNR. We
show that such relative delay compensation can increase considerably the
output SNR. Then, we have optimized the transformation of the multivari-
ate prediction �lter to a longer equalizer �lter using the SNR criterion. The
optimization corresponds to MMSE-ZF design, and the post-�lter length in-
crease allows for the introduction of some equalization delay, that can also
be optimized. Simulations show that considerable gains can be achieved by
allowing even small equalization delays.

Part II focuses on Bayesian parameter estimation. Classic Bayesian ap-
proaches often lead to useful MSE reduction, but they also introduce a bias.
On the other hand, imposing a joint conditionally unbiasedness constraint
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on a vector of parameters reduces Bayesian estimation to deterministic pa-
rameter estimation, throwing away all prior information. In chapter 5, we
introduce the concept of Component-Wise Conditionally Unbiased (CWCU)
Bayesian parameter estimation, in which unbiasedness is forced for one pa-
rameter at a time. In CWCU parameter estimation, every parameter in turn
is treated as deterministic while the others are being treated as Bayesian. If
the parameters are transmitted symbols, the CWCU approach corresponds
to unbiased symbol detection whereas joint deterministic unbiasedness leads
to a zero-forcing approach. Moreover, if the prior covariance matrix has a
limited rank, we show that block-CWCU estimation (with an appropriate
block size) reduces the estimation noise, while guaranteeing joint unbiased-
ness. The more general introduction of the CWCU concept is motivated by
LMMSE channel estimation, for which the implications of the concept are
illustrated in various ways, including the e�ect on angle of arrival estima-
tion, repercussion for blind channel estimation etc. Application to mobile
localization was also considered in more detail in chapter 6. In fact, we have
investigated the PDP �ngerprinting location technique on multipath propa-
gation. This multipath extension of T(D)oA is based on matching an esti-
mated power delay pro�le from one or several base stations with a memorized
power delay pro�le map for a given cell. Not only is the PDP �ngerprinting
robust to the propagation conditions introduced by wireless communication,
but also it exploits multipath instead of combating it. We have proposed
a validation of PDP-F via simulations that can easily be reproduced. The
multicellular environment consists of a big box in which multipath arises by
re�ection o� the six sides. This ray tracing multipath environment is taken
from the acoustics world, and adapted to electromagnetic propagation at a
certain carrier frequency. The resulting PDP depends on the positions of BS
and terminal, the attenuation mechanism and the re�ection coe�cients of
the six sides. We have also proposed parametric deterministic and Bayesian
channel models to enhance the PDP estimation. The simulations show that
parametric estimation is more robust to additive noise and outlier compo-
nents, and also leads to an enhancement of the PDP-F location accuracy.
Finally, we have also proposed an extension of PDP-F, taking into account
spatial information that becomes available with multi-antenna reception or
transmission. The PSDP-F can be considered as a multipath extension of
the combined T(D)oA and AoA methods, without explicit requirement for
antenna array calibration.
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7.1 Prespectives
This work has proposed di�erent schemes and techniques, as well as the
analysis of di�erent practical and theoretical scenarios. On the other hand,
our work opened new problems. We list hereafter some research directions
arising from this thesis :

• In the speech enhancement scheme proposed in section 2.6.3, we have
focused on denoising voiced frames (exploiting the prior structural/harmonic
information). Extra investigations on unvoiced frame enhancement
(possibly the combination of voiced and unvoiced denoising) are needed
to increase the overall scheme enhancement accuracy.

• In the separation scheme introduced in chapter 3, the prior audio struc-
ture was exploited to enhance the sparse decomposition of the mixtures;
whereas the signal classi�cation exploits only the pitch information (as
in the classic sparse decomposition methods). However, each of the
structural decomposition outputs (power and pitch evolutions, spectral
envelope) characterizes the audio source. Exploiting this information in
the classi�cation step should increase the total separation performance.

• The dereverberation scheme introduced in chapter 4 exploits spatial,
temporal, and spectral diversity of the audio signal. On the other
hand, it ignores the harmonic structure of such a signal. The harmonic
prior was showed to be e�ective to remove late reverberation [123].
Post-processing the dereverberation output (taking into account local
signal structure) seems to be an e�ective way to enhance the whole
dereverberation performance.

• In chapter 4, we have considered mono-source blind speech dereverber-
ation. Extending the Delay-&-Predict approach to multi-source dere-
verberation still an open problem.

• We have also introduced the general concept of the CWCU estimation.
The concept was motivated and illustrated with concrete examples.
However, the implications of the concept to several applications need
to be investigated (in particular to audio processing and Maximum
Likelihood symbol detection).
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Résumé en Français
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Chapter 8

Résumé en Français

8.1 Introduction
Le débruitage audio est un composant vital dont dépend la performance des
systèmes de communication audio opérant dans des environnements bruyants.
Typiquement, la qualité d'un signal audio (enregistré dans un environnement
réel) est inévitablement dégradée par l'interférence acoustique (�gure 8.1).
En e�et, un signal audio est soit produit dans un environnement bruité, soit
distordu par le canal acoustique. Cette interférence peut être globalement
classi�ée en deux catégories: additive et convolutive.

• Le bruit ambiant provient des sources audio avoisinantes: bruit de
fond, musique, etc. Compte tenue du principe de superposition, nous
supposons que la contribution de bruit ambiant est additive. Nous
assumons aussi que le bruit ambiant est indépendant de la source audio
d'intérêt.

• L'interférence convolutive (généralement désignée sous le nom de la
réverbération) est due aux ré�exions des ondes sonores sur les murs et
des objets avoisinants. Elle entraîne la modi�cation des caractéristiques
du signal de la parole. Par conséquent, elle constitue un problème
majeur dans plusieurs applications.
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Figure 8.1: Audio signal captured in a real-world environment.

Le signal audio bruité est typiquement capté par un ensemble de micro-
phones. En combinant les di�érentes observations et en utilisant des outils
appropriés de traitement de signal, le débruitage audio vise restaurer au
mieux le signal audio d'origine (�gure 8.2)

Le débruitage des signaux audio est considéré comme problème di�cile
due à la nature aveugle du problème et aux variations rapides des caractéris-
tiques des signaux de la parole et du bruit. Cependant, si des informations
aprioris (sur la structure ou les statistiques du signal) sont disponibles, les
performances du débruitage augmentent d'une manière signi�cative en ex-
ploitant de tels aprioris. Dans cette thèse, nous étudions trois types d'apriori:
spectrale, spatiale, et statistique; et nous considérons particulièrement des
applications au débruitage audio et à la localisation des mobiles.

D'abord, nous étudions la représentation structurale du signal audio. Le
modèle proposé exploite l'espacement et les corrélations tempofréquentielles
du signal audio. Nous appliquons notre modèle au débruitage audio la sé-
paration audio sous-déterminée. Les résultats expérimentaux montrent que
l'approche proposée convient à l'analyse des signaux de musiques et de la
parole, et produisent de bons résultats auditifs. Les simulations prouvent
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Figure 8.2: Acoustical signal enhancement and restoration.

également que le schéma proposé surpasse les schémas �matching pursuit�
classiques en termes d'exactitude et de robustesse de séparation.

Ensuite, nous étudions le dereverberation aveugle des signaux audio.
Nous proposons un égaliseur basé sur la prédiction linéaire multicanale, ex-
ploitant les diversités spatiales, temporelles, et spectrales. Les simulations
prouvent que l'égaliseur proposé (Delay-&-Predict) surpasse le �ltre spatial
classique (Delay-&-Sum).

La dernière partie de la thèse se concentre sur l'estimation Bayésienne
des paramètres. Les approches Bayésiennes classiques produisent une ré-
duction utile du MSE, mais en dépit d'un biais non nul (souvent gênant
dans plusieurs applications). Nous introduisons le concept d'estimation con-
ditionnellement non-biaisé par morceau, pour laquelle la contrainte du bi-
ais concerne un paramètre à la fois. De cette manière, chaque paramètre
est traité comme déterministe tandis que les autres paramètres sont traités
comme Bayésiens. Une introduction plus générale du concept est motivée
par l'estimation LMMSE des canaux, pour laquelle les implications du con-
cept sont illustrées dans diverses manières. L'application à la localisation des
mobiles est étudiée en détails.
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8.2 Extraction de Signaux Périodiques avec Mod-
ulation Globale d'Amplitude et de Phase

8.2.1 Introduction
Dans le cadre de l'analyse/synthèse de signaux audio, le modèle sinusoïdal
a reçu un intérêt considérable et s'est avéré e�cace et utile dans plusieurs
applications: compression, séparation de source, réduction de bruit...

Le modèle sinusoïdal représente le signal audio comme une somme dis-
crète de sinusoïdes variantes dans le temps. Les paramètres du modèle sont
typiquement estimés en utilisant une transformée de Fourier à court-terme
(STFT). La taille et le recouvrement des fenêtres sont généralement �xés
a priori. Les sinusoïdes sont identi�ées et extraites dans chacune de ces
fenêtres; les valeurs intermédiaires sont �xées par interpolation. Un problème
fondamental des techniques basées sur les modèles sinusoïdaux classiques est
que puisque le signal audio est fortement non-stationnaire, il n'est pas tou-
jours possible de trouver un bon compromis entre la résolution temporelle
et fréquentielle. Un autre inconvénient est que ces techniques ignorent la
structure harmonique des signaux audio.
D'autre part, en traitant les signaux périodiques, l'état de l'art actuel se
limite à l'estimation des signaux périodiques purs (avec une période égale
à un nombre entier d'échantillons) [134]. Dans cette référence, les auteurs
proposent une approche par maximum de vraisemblance pour analyser les
signaux périodiques. Ils montrent que le schéma proposé peut être interprété
comme une projection du signal sur des sous-espaces adaptés.
Dans le present travail, nous étendrons les résultats des références présentes
et nous proposons de fusionner la modélisation sinusoïdal et les techniques
d'analyse des signaux périodiques. Nous modélisons le signal audio comme
un signal périodique de période pas nécessairement entière et une variation
globale (lente) d'amplitude et de fréquence (time-warping).
Dans un second temps, nous introduisons plus de �exibilité sur la modélisa-
tion de la variation globale de phase. Nous décomposerons la phase instan-
tanée en une composante linéaire par morceau (modélisant la variation lente
de la fréquence instantanée), et une composante de faible amplitude (mod-
élisant les �uctuations de la phase instantanée). Appliqués à des mélanges
de signaux musicaux, ces nouveaux degrés de liberté permettent la modélisa-
tion de plusieurs phénomènes musicaux (vibrato, glissando...), et améliorent
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la performance de la séparation.

8.2.2 Modèle quasi-périodique avec modulation globale
en fréquence et amplitude

La modélisation sinusoïdale représente le signal audio comme somme discrète
de sinusoïdes variant dans le temps:

s(t) =
P∑

k=0

ak(t) cos (θk(t)) . (8.1)

Ak(t) et θk(t) représentent respectivement l'amplitude et la phase instantanée
de la keme partielle. Compte tenu de l'harmonicité du signal audio, θk(t) se
décompose en:

θk(t) = 2πktf0 + 2πϕk(t) (8.2)

ou ϕk(t) caractérise l'évolution de la phase instantanée autour de la keme

harmonique; et varie lentement dans le temps.
L'hypothèse de modulation globale sous-entend que les amplitudes des dif-
férentes harmoniques évoluent proportionnellement dans le temps, et que les
fréquences instantanées sont linéairement corrélées, i.e.,

{
ak(n) = ak a(n)
2πϕk(n) = 2πk ϕ(n) + Φk

. (8.3)

En résumé, nous modélisons un signal audio comme superposition de com-
posantes harmoniques avec une modulation globale d'amplitude, et un time-
warping (qui peut être interprété en termes de variations globale de phase):

y(n) = s(n) + v(n)
=

∑
k ak(n) cos (2πknf0 + 2πϕk(n)) + v(n)

= a(n)
∑

k

ak cos

(
2πkf0

(
n +

ϕ(n)

f0

)
+ Φk

)

︸ ︷︷ ︸
θ
�
n+

ϕ(n)
f0

�
+v(n)

où,

• vn est un bruit blanc, additive, Gaussien.
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• a(n) représente le signal modulé en amplitude. Il caractérise/permet
l'évolution de l'énergie du signal, re�étant l'attaque, le maintien, et
l'atténuation du signal.

• ϕ(n) représente le signal modulé en phase (qui peut être interprété en
terme de time-warping).

• θ(n) =
∑

k ak cos (2πkf0n + Φk) est un signal périodique de période
T = 1

f0
(T pas nécessairement un nombre entier).

Dans [178], nous avons supposé que la fréquence instantané est constante par
morceau; et nous avons exprimé le time-warping par le biai d'un opérateur
d'interpolation agissant sur le signal périodique de base (θ(n)). Nous avons
également proposé un schéma d'extraction basé sur l'estimation cyclique des
di�érents parametres du modèle.

8.2.3 Modèle quasi-périodique avec modulation globale
en phase et amplitude

Dans la section précédente, nous supposons que le signal modulé en phase
(ϕ(n) en (8.1)) est linéaire par morceau, i.e., ∃T

ϕwl(n) = n (f0 + fp) + Φp ∀n ∈ [pT (p + 1)T ]

ou fwl(n) + f0 = fp + f0 est la fréquence instantanée supposé constante par
morceau. Dans ce cas, la modulation globale de phase peut être interprété
en terme de time-warping.
Dans cette section, nous relaxons d'avantage nos hypothèses sur la modula-
tion globale en phase, en supposant que:

ϕ(n) = nf0 + ϕwl(n) + ϕ̃(n) (8.4)

ϕ̃(n) variant lentement dans le temps, et ayant une faible magnitude (|2πϕ̃(n)| ¿ 1).
Ainsi, le signal audio peut s'écrire comme:

s(n) = a(n)
∑

k

ak cos (2πk (nf0 + ϕwl(n)) + 2πkϕ̃(n) + Φk)
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L'approximation au premier ordre (par rapport à ϕ̃(n)) se traduit par un
terme additif (fonction de la dérivée du signal périodique θ(n)), i.e.

s(n) ≈ a(n)
∑

k

ak cos (2πk (nf0 + ϕwl(n)) + Φk)

−a(n)
∑

k

ak(2πkϕ̃(n)) sin (2πk (nf0 + ϕwl(n)) + Φk)

= a(n)θ (nf0 + ϕwl(n)) + a(n)
ϕ̃(n)

f0 + ϕ
′
wl(n)

θ
′
(nf0 + ϕwl(n))

= a(n)θ
(
n + ϕwl(n)

f0

)
+ a(n)

ϕ̃(n)

f0 + fwl(n)︸ ︷︷ ︸
B(n)

θ
′
(
n + ϕwl(n)

f0

)

La dérivée θ
′
(n) représente la version échantillonnée de la dérivée du signal

en temps continu θ(t) (dont nous disposons uniquement de la version échan-
tillonné θ(n)). Si l'échantillonnage véri�e le critère de Nyquist, alors θ

′
(n)

peut être obtenue en �ltrant θ(n) par la fonction de transfère Ho(f) = j2πf ,
f ∈ (−1

2
, 1

2
). Une approximation de la fonction de transfert précédente peut

être obtenue en optimisant:

H(z) =
P∑

n=−P

hnz−n (8.5)

min
hn

∫ 1
2

− 1
2

Syy(f)
∣∣j2πf −H

(
ej2πf

)∣∣2 df (8.6)

où P est l'ordre du �ltre á réponse impulsionelle �nit H(z) approximant le
�ltre dérivée Ho(z), et Syy(f) représente le spectre du signal y(n).
En résumé, le signal audio s'écrit comme:

Y = A Fθ + A B︸︷︷︸
C

HFθ + V (8.7)

où,

• Y = [y(1) · · · y(N)]T représente le vecteur observation.

• V = [v(1) · · · v(N)]T représente le vecteur bruit.

• θ = [θ(1) · · · θ(dT e)] caractérise le signal périodique de base.
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• A = diag {a(1) · · · a(N)} représente le signal modulé en amplitude.

• B = diag
{ eϕ(1)

f0+fwl(1)
· · · eϕ(N)

f0+fwl(N)

}
caractérise le signal modulé en phase.

• F is an (N + 2P ) × dT e est une matrice d'interpolation caractérisant
le time-warping.

• H is an N × (N + 2P ) est une matrice bande caractérisant le �ltre
dérivée.

8.2.4 Application à la séparation aveugle des mélanges
sous-déterminés.

La majorité des algorithmes de séparation aveugle de sources se basent sur
la théorie de l'Analyse en Composantes Indépendante. L'idée est d'estimer
l'inverse de la matrice de mixage en utilisant l'indépendance statistique des
sources. Cependant, un domaine de recherche, la séparation de mélanges
sous-déterminés, reste relativement moins exploité. Il s'intéresse au cas ou
il y a moins de mélanges que de sources. La séparation de mélanges sous-
déterminés pose un dé� parce que la matrice de mixage n'est pas inversible
et les méthodes traditionnelles ne fonctionnent plus. Et, contrairement la
plupart des algorithmes de séparation aveugle, l'extraction des sources elle-
même nécessite des informations additionnelles sur les statistiques des sources
ou de leurs structures.

Les modèles présentés ci-dessus peuvent être adaptés à la séparation de
mélanges sous déterminés. Une approche d'annulation successive d'interférence
(SIC) itérative (basée sur l'extraction de signaux Quasi-Périodiques) est
dérivée pour la séparation de sources audio sous-déterminées. Nous utilisons
le schéma proposé pour la séparation de sources audio à partir d'un mélange
unique. Les observations représentent un mélange synthétique de trois notes
(jouées par une guitare acoustique). L'enregistrement a une durée de 1 sec-
onde et est échantillonné à 22.050 kHz. Les pitchs des di�érentes notes sont
respectivement 82 Hz, 92 Hz, 116 Hz. Le Rapport Signal-sur-Bruit (SNR)
d'entrée est de 26 dB.
Comme critère d'évaluation, nous utilisons le Rapport Signal sur Bruit (de
mesure + modélisation) calculé sur la durée totale de la note ainsi que dans
la région de convergence. Dans la �gure 8.4, nous traçons le SNR basé sur
les deux modèles proposés. Nous observons que la deuxième version atteint
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Figure 8.3: Mélangé audio sous-déterminé.

de meilleures performances, aussi bien dans les régions transitoires que dans
la région de convergence. Cependant, les simulations montrent qu'elle est
assez sensible à l'initialisation des paramètres. Ainsi, nous proposons utiliser
le résultat du premier algorithme pour initialiser le second.

Ensuite, nous comparons des performances du schéma de séparation pro-
posé avec les techniques classiques de décompositions parcimonieuses. En ef-
fet, plusieurs algorithmes de séparation de source sous-déterminée se basent
sur une représentation parcimonieuse du signal audio, suivie par une opéra-
tion de masquage permettant d'isoler la source d'intérêt. Un signal admet une
décomposition parcimonieuse dans un dictionnaire D = {gk(n)} s'il peut être
approximer par une combinaison linéaire d'un petit nombre d'atomes gk(n).
L'algorithme Matching Pursuit (MP) selecte itérativement les atomes gk(n)
et calcule leurs poids correspondant. Son principe de base est de sélectionner
à chaque itération l'atome le plus proche (corrélé) avec le résidu, puis de met-
tre à jour le signal résidu en ôtant la contribution de l'atome sélectionnée.
Les critères d'arrêt les plus courants sont basés sur le niveau absolu ou relatif
de l'énergie du résidu et/ou sur un nombre �xe d'itération à e�ectuer.
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Figure 8.4: RSB de la séparation de source mono-canal (modèle avec modu-
lation globale en amplitude et de fréquence en line continue, et modèle avec
modulation globale en phase et amplitude en ligne pointillé).

Gribonval et Bacry proposent une variante de l'algorithme MP (Harmonic
Matching Pursuit (HMP)) exploitant de l'harmonicité du signal audio pour
structurer la sélection des atomes et accélérer la convergence.
La représentation parcimonieuse des signaux audio a été appliquée à la sépa-
ration de source sous-déterminée. Le principe de base est qu'une représenta-
tion �e�cace� peut décomposer un problème de séparation sous-déterminé en
plusieurs problèmes surdéterminés. Dans une con�guration mono-microphone,
le mélange est séparable si au plus une seule source est active dans n'importe
quelle composante de la décomposition. La séparation est e�ectuée en deux
étages:

• décomposer les mélanges en � composantes� (atomes).

• E�ectuer la séparation pour chaque atome (ce qui revient a une opéra-
tion de classi�cation).

La comparaison entre les schémas SIC itérative, MP, et HMP est résumé
dans les tableaux 8.1 et 8.2.
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I-SIC MP HMP
Note 1 11.8 10.81 8.6

Note 2 7.11 4.57 6.1

Note 3 7.6 1.3 6.76

Table 8.1: Rapport Signal sur Bruit (en dB) pour les schémas SIC itérative,
MP, et HMP (calculé sur la durée totale de la note)

I-SIC MP HMP
Note 1 19 14 12.57

Note 2 10.4 4.3 9.6

Note 3 11.61 0.21 11.09

Table 8.2: Rapport Signal sur Bruit (en dB) pour les schémas SIC itérative,
MP, et HMP (calculé sur la région de convergence)

Nous remarquons que le Matching Pursuit n'arrive pas à reconstruire la `note
3' (de la �gure 8.3); et que l'exploitation de la structure harmonique du signal
audio (dans les schémas SIC itérative et HMP) augmente les performances de
séparation (spécialement dans la région de convergence). On note aussi que
le schéma SIC itérative produit de meilleures résultats objectives (Rapport
Signa-sur-Bruit) et subjective (résultats audibles).

Nous considérons également le cas multi-entrées multi-sorties (�gure 8.5).
Dans notre simulation, les sources audio est captée par deux microphones (sé-
parés par d=0.2m). Les angles d'arrivés des trois sources sont respectivement
φ1 = −π

3
, φ2 = 0, et φ3 = +π

3
. L'atténuation relative est respectivementβ21 =

0.9, β22 = 1, et β23 = 1.1.
La �gure 8.6 présente les courbes du rapport signal sur bruit (calculé sur
la durée totale de la note) pour les scénarios mono-entrée (trait continu) et
multi-entrée (trait interrompu). Nous observons que les délais et les atténu-
ations relatives sont bien estimés, et que l'algorithme est capable d'exploiter
la dimension supplémentaire du problème.
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Figure 8.5: Scénario de propagation multi-entrées multi-sorties.

8.3 Égalisation Delay-and-Predict pour la déréver-
bération aveugle de la parole

8.3.1 Introduction
La qualité de la parole capturée dans les environnements réels est invari-
ablement dégradée par l'interférence acoustique. Cette interférence peut être
classi�ée en deux catégories: additif et convolutive. L'interférence convo-
lutive (généralement désignée sous le nom de la réverbération) est due aux
ré�exions des ondes sonores sur les murs et les objets avoisinants. Elle en-
traîne la modi�cation des caractéristiques du signal de la parole. Par con-
séquence, elle constitue un problème majeur dans la reconnaissance de la
parole, l'identi�cation vocale, et le confort auditive général dans des applica-
tions de téléphonie �mains libres�. La déréverbération aveugle est le processus
d'enlever l'e�et de la réverbération d'un signal réverbéré. La réduction de
cette déformation est un problème di�cile de déconvolution aveugle. Cette
di�culté est due à la nature large bande du signal de la parole et à la longueur
de la réponse impultionnelle acoustique. Ce problème a été adressé inten-
sivement ces dernières années; mais sans grand succès.

Nous considérons le problème de déréverbération aveugle multicanaux.
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Figure 8.6: Rapport Signal sur Bruit (calculé sur la durée totale de la note)
pour les scénarios mono-entrée (trait continu) et multi-entrée (trait inter-
rompu).

Nous supposons que la réponse impultionnelle est su�samment stationnaire
pour permettre l'évaluation des corrélations des signaux reçus. Pour une
entrée blanche,la prédiction linéaire multicanaux a été montré e�cace pour
l'égalisation aveugle des canaux SIMO. Cependant si l'entrée est colorée,
la prédiction linéaire non seulement égalise le canal mais aussi blanchit la
source. Ce qui produit un e�et auditif désagréable.
Nous exploitons le fait qu'un �ltre SIMO tend à devenir passe-tout avec
l'augmentation du nombre des sous-canaux et/ou de l'étalement temporel,
pour estimer la structure des corrélations de source. Cette structure est
exploitée pour déterminer un �ltre blanchisseur de l'entrée. Un égaliseur à
forçage-à-zéro est ensuite estimé en appliquant la prédiction multicanaux aux
signaux pré-blanchi. Il est important de souligner que la non-stationnarité
de la source ne pose aucun problème tant que les corrélations de source, et
la prédiction linéaire sont estimées sur la base des mêmes données.

Généralement, les schémas de déréverbération sont conçus en absence de
bruit additif (vue que le problème reste assez di�cile même dans ce cas
idéal). Cependant pour une utilisation pratique, la robustesse des algo-
rithmes proposés au bruit additive est indispensable. Dans le présent travail,
nous proposons deux mesures pour améliorer la robustesse de notre schéma
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de déréverbération:

• L'alignement des signaux de prédiction qui entraîne l'amélioration des
performances de prédiction ainsi que l'utilisation de prédicteurs plus
court.

• L'optimisation de l'égaliseur qui entraîne une meilleur combinaison des
sorties du prédicteur linéaire multi-variable (tenant compte du bruit
additif)

8.3.2 Égalisation Delay-and-Predict pour la déréver-
bération aveugle de la parole

Le problème que pose l'utilisation de la prédiction linéaire pour l'égalisation
aveugle des canaux SIMO est que, pour une entrée colorée, la prédiction
linéaire égalise le canal; mais aussi blanchit la source. Cependant, si la
couleur de l'entrée est connue (ou peut être estimé), ce problème peut être
résolu par le biais d'un prétraitement du signal reçu.
Dans les références [183, 184], nous proposons un schéma de déréverbération
en trois étages (voir �gure 8.7):

• En premier lieu, nous exploitons les diversités spatiale et temporelle du
signal parole a�n d'estimer la couleur du signal d'entré; puis prétraiter
le signal reçu pour omettre les corrélations due á la couleur de la source.

• Ensuite, un prédicteur aveugle multicanal est calculé (avec les corréla-
tions du signal reçu pré-blanchi).

• En�n, les colonnes du prédicteur linéaire sont combinées pour dé�nir
un égaliseur á forçage á zéro. Cet égaliseur sera utilisé pour la déréver-
bération du signal reçu.

i) Blanchiment de la source
D'après les résultats de la théorie statistique des salles acoustiques, on peut
montrer que pour les fréquences f > fsch = 2000

√
T60/V , le spectre moyen

de la réverbération est plat, i.e.,
〈∣∣H (

exp2jπf
)∣∣2

〉
=

1− β

πAβ
(8.8)
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Figure 8.7: La procédure de déréverbération.

oú 〈.〉 est l'espérance spatiale, β est le coe�cient moyen de l'absorption acous-
tique des murs, A est la surface totale des murs, fsch est la fréquence de
Schroeder, T60 est le temps de réverbération, et V est le volume de la salle.
Dans [183], les simulations montrent que la superposition des spectres des
sous canaux d'un SIMO devient plat si le nombre des sous canaux augmente.
Par conséquence, la superposition des spectres des signaux reçus estime (á un
facteur multiplicatif prés) le spectre de la source audio. Puisque ces corréla-
tions communes sont celles d'un signal de parole, ils peuvent être modélisés
par un processus AutoRégressif (AR). Les coe�cients de ce processus AR
sont calculés en minimisant la puissance de l'erreur de prédiction, moyenné
sur les di�érents microphones, i.e.

e =
M∑

k=1

∞∑
n=0

e2
k(n) =

M∑

k=1

∞∑
n=0

[
yk(n)−

l∑
j=1

ajyk(n− j)

]2

(8.9)

Une fois la couleur de la source est estimée, le signal reçu est blanchi:

x(k) = a(q)y(k) ≈ H(q)s̃(k) (8.10)

oú x(k) = [x1(k) · · ·xM(k)]T est le signal reçu blanchi, a(q) = 1+
∑l

j=1 ajq
−j

est le �ltre d'erreur de prédiction du signal source, s̃(k) est le signal d'erreur
de prédiction de la source (blanc).
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ii) Prédiction multi-canal

Dans le paragraphe précédent, nous avons mis en évidence que la diversité
spatio-temporel du canal peut être exploité pour estimer la structure des cor-
rélations de la source. Le fait qui permet le blanchiment de l'observations.
Nous retrouvons ainsi le problème classique d'égalisation d'un canal SIMO
(entrée �blanche�). Dans ce cas, le schéma de déconvolution classique (basé
sur la prédiction linéaire multicanaux) peut être utilisé.
Le signal d'erreur du prédiction de x(k) (á partir des LA dernières observa-
tions XLA

(k−1) = [xT (k−1) · · ·xT (k−LA)]T s'écrit:

x̃(k) = x(k) +

LA∑
i=1

ALA,ix(k − i) = ALA
XLA+1(k) (8.11)

oú ALA
= [Im ALA,1 · · · ALA,LA

], ALA,i sont les coe�cients matricielle du
�ltre de prédiction linéaire. Ces coe�cients sont déterminé en minimisant
l'énergie de l'erreur de prédiction.
Á la sortie du prédicteur, le signal d'erreur du prédiction s'écrit:

x̃(k) ≈ h0s̃(k) (8.12)

Ainsi h0 est colinéaire au vecteur propre maximal de la matrice de corrélation
de l'erreur de prédiction. Un égaliseur á forçage-á-zéro peut être dé�nit
comme:

FD&P(q) = hH
0 ALA

(q) (8.13)

iii) Déréverberation du signal reçu

Finalement, l'égaliseur FD&P est utilisé pour déréverbérer le signal de la
parole:

ŝ(k) = FT
D&P(q)y(k) = hT

0 ALA
(q)y(k) (8.14)

Les résultats de simulation montrent que l'égaliseur proposé performe beau-
coup mieux de que schéma classique " Delay-and-Sum ", particulièrement
dans le cas ou seulement un nombre limité de microphones est disponible
(voir �gure 8.8).
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8.3.3 Déréverbération aveugle de la parole en présence
de bruit additif

Généralement, les schémas de déréverbération sont conçus en absence de
bruit ambiant. Cependant pour une utilisation pratique la robustesse de ces
algorithmes au bruit additive est indispensable. Dans le présent travail, nous
proposons deux méthodes pour améliorer la robustesse de notre schéma de
déréverbération: l'alignement des signaux de prédiction, et l'optimisation de
l'égaliseur á forçage-á-zéro (via l'optimisation d'un post-�ltrage).

i) Alignement des signaux de prédiction

Plusieurs auteurs soulignent le manque de robustesse de l'égaliseur basé sur la
prédiction linéaire en présence de bruit additif. En particulier, la performance
globale d'algorithme est fonction d'une réalisation particulière du coe�cient
h0, générant un signal d'erreur de prédiction avec un rapport signal-sur-bruit
incontrôlable.
Nous suggérons atténuer cet e�et en alignant les signaux reçus sur les divers
microphones (compensation des délais des chemins direct). Nous démontrons
que cette procédure mène non seulement à une augmentation de l'énergie
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utile du signal
(
σ2

s ‖h0‖2), mais également à la réduction de l'erreur quadra-
tique moyenne á la sortie du prédicteur MSE =

(
σ2

v trace
{
ALA

AT
LA

})
(voir

annexe 4.A).
La �gure 8.9 compare les performances de la prédiction linéaire avec et sans
compensation de délais (avec simulation Monte Carlo avec 100 exécutions).
On remarque bien que l'alignement des signaux reçus augmente la robustesse
de l'algorithme au bruit additif; et que ceci est d'autant plus crucial que le
nombre de sous-canaux augmente.
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avec et sans compensation de délais.

ii) Optimisation de l'égaliseur á forçage-á-zéro
En présence de bruit additive v(k), la sortie du prédicteur multicanal est:

x(k) = h0s(k) + A(q)v(k) (8.15)

Dans le schéma d'égalisation classique, les colonnes du prédicteur A(q) =
I +

∑
i=1 Aiq

−i sont combiné par le vecteur pondérant hH
0 , i.e.,

FLP (q) = hH
0 A(q) (8.16)
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Ce choix maximise la puissance du signal utile, mais pas nécessairement
le rapport signal sur bruit de la sortie. Dans [55], Gazzah �xe le vecteur
pondérant en maximisant le rapport signal sur bruit de la sortie, i.e.

w = argmax
w

σ2
s

σ2
v

‖w‖2

wAAHwH
(8.17)

Nous généralisons l'approche précédente en considérant les �ltres pondérant
(au lieu de simples facteurs scalaires). Le fait qui permet de dé�nir des
égaliseurs à forçage-à-zéro avec un délai d'égalisation non-nul. L'optimisation
des �ltres pondérant correspond à la conception d'un MMSE-ZF. L'ordre
non-nul de ces �ltres permet l'introduction d'un délai d'égalisation, qui peut
être également optimisé. Les simulations prouvent que des gains consid-
érables peuvent être réalisés (même pour un petit délai d'égalisation) (voir
�gure 8.10).
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pour di�érents égaliseurs ZF.

Ensuite, nous illustrons le comportement du schéma proposé appliqué à
la dereverberation de la parole, et nous comparons ses performance a celui
du �ltre spatiale Delay-&-Sum. Nous considérons le scénario de dereverber-
ation précédant. Un signal de parole de durée 8.8 s, et échantillonné a 8
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kHz est utilisé comme signal d'entrée. Le signal réverbéré est capté par deux
microphones distant de d = 0.2m. L'ordre du post-�ltrage est contraint á
Lw ≤ 100. La �gure 8.11 trace le Rapport Signal sur Echo+Bruit (SENR =∑

k s(k)2

∑
k(s(k)− ŝ(k))2

) en fonction du Rapport Signal sur Bruit (SNR =

∑
k(y(k)− v(k))2

∑
k v(k)2

).
Les courbes montrent que les performances du D-&-P sont meilleures que
celles du D-&-S.
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Figure 8.11: Rapport Signal sur Echo+Bruit (SENR) de sortie en fonction
du Rapport Signal sur Bruit d'entrée (SNR).

Particulièrement, dans les régions bruitées, le post-�ltrage devient indispens-
able. D'autre part, on peut aussi remarquer que ce �ltrage a encore un e�et
positif même en absence de bruit (SNR=60 dB). Dans ce cas, il compense
l'erreur d'estimation du spectre du signal d'origine.

Le bruit ambiant n'est pas l'unique source de bruit additif. En e�et,
la réverbération acoustique est théoriquement in�nie. Et puisque nous im-
posons que la longueur de la réponse impultionnelle est �nie (Lh), une partie
de la réverbération (réverbération tardive) est considérée comme bruit addi-
tive, i.e.,

y(k) =

Lh−1∑
i=0

his(k − i) +
∞∑

i=Lh

his(k − i)

︸ ︷︷ ︸
v(k)

. (8.18)
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Classiquement, la réponse impultionnelle est choisie su�samment longue
pour que l'énergie de cette composante additive soit négligeable (typique-
ment Lh ≤ T60fs, ou T60 est le temps de réverbération et fs est la fréquence
d'échantillonnage). Avec ce choix, le canal de propagation peut être exces-
sivement long dans des conditions de propagation réelles. Ainsi, la complexité
algorithmique de la déréverbération peut devenir très grande pour être pra-
tique.
Dans cette section, nous étudions l'e�et de la sous-estimation de la longueur
de la réponse impultionnelle sur la performance de dereverberation. Nous
modélisons la réverbération tardive comme un bruit di�us sphérique [101]
(bien que, strictement dit, ce bruit additive est ni blanc ni indépendant de
la source d'intérêt). Ensuit, nous appliquons le �ltrage a posteriori (proposé
dans la section précédente). Nous considérons le rapport d'énergie directe
sur réverbération (DRR) comme critère d'évaluation:

DRR = 10 log10

{∑τ−1
t=0 h̃2(t)∑L−1
t=τ h̃2(t)

}
dB (8.19)

ou h̃2(t) = h∗ f(t) =
∑

i hift−i est le canal égalisé (avec l'égaliseur f(q)), et τ
est le nombre d'échantillons considérés comme appartenant au chemin direct.
Les �gures 8.12 et 8.13 tracent les courbes du DRR du sortie des égaliseurs
Delay-&-Predict classique et robuste, ainsi que du �ltre spatial Delay-&-Sum,
en utilisant respectivement 2 et 4 microphones (pour τ = 10 ms et τ = 1 ms).

Dans ces simulation, la longueur du canal est �nit (Lh = 2000). On peut re-
marquer que les performances du schéma robuste excèdent celles du schéma
classique; et que les deux performent beaucoup mieux que le �ltrage spa-
tial classique. On note aussi que même quand la longueur de la réponse
impultionnelle est surestimé, le �ltrage a posteriori a encore un e�et positif,
spécialement quand uniquement deux microphones sont disponibles. Comme
déjà mentionné, ceci est dû au fait que le post �ltrage compense les erreurs
d'estimation du spectre du signal d'origine. Ces erreurs sont plus importantes
quand le nombre de microphones diminue.
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Figure 8.12: Le DRR de sortie fonction du présumée longueur du canal,
con�guration en 2 microphones (τ = 10 ms et τ = 1 ms)).

8.4 Estimation Bayesienne Conditionnellement
Non-Biaisé par Morceau

Généralement, les schémas d'estimation font l'objet d'un compromis entre
le biais et la variance. Le biais est due à �l'écart� entre la valeur moyenne
de l'estimateur et la véritable valeur du paramètre (biais conditionnel); alors
que la variance est du aux �uctuations due à l'échantillonnage statistique.

Si des informations statistiques aprioris sont disponibles, la théorie de
l'estimation Bayesienne montre que, sous la contrainte de non-biais Bayesien,
l'erreur quadratique moyenne (MSE) est bornée par la Borne Cramer Rao
Bayesienne (B-CRB). En outre, l'estimateur MMSE minimise Reθeθ, la ma-
trice de corrélation du signal d'erreur, et pas seulement l'erreur quadratique
moyenne (qui correspond la trace de Reθeθ). Néanmoins, le non-biais Bayesien
d'un paramètre aléatoire correspond à un biais nul en moyenne, ce qui engen-
dre une contrainte très faible. En particulier, l'estimateur MMSE est non-
biaisé (au sens Bayesien), et l'estimateur MMSE minimise Rbθbθ et le MSE, in-
dépendamment du fait d'imposer ou non la contrainte du non-biais Bayesien.
Ainsi, les estimations bayesiennes conduisent à une estimation (condition-
nellement) biaisée. Ce biais est nuisible dans certain nombre d'applications:
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Figure 8.13: Le DRR de sortie fonction du présumée longueur du canal,
con�guration en 4 microphones (τ = 10 ms et τ = 1 ms)).

détection multiutilisateurs (par le schéma de Viterbi ou LMMSE), estimation
paramétrique des réponses impulsionnelles...

D'autre part, exiger que tous les composants du paramètre soient con-
jointement (conditionnellement) non-biaisé (ce qui correspond à un forçage
a zéro, dans le cas d'une détection multiutilisateurs) empêche l'exploitation
de l'information statistique apriori. Par conséquence, ça conduit à une ré-
duction signi�cative de l'erreur quadratique moyenne de l'estimation.
Ceci constitue une motivation pour introduire l'estimation Bayesienne con-
ditionnellement non-biaisé par morceau (CWCU). Plutôt que de contrain-
dre l'estimateur à être conjointement non-biais, nous imposons la contrainte
du biais par composante. De cette manière, chaque paramètre est traité
comme déterministe tandis que les autres paramètres sont traités comme
Bayésiens. Dans le cas d'une détection multiutilisateurs, imposer le non-
biais par morceau correspond à une détection Bayesienne non-baisé, tandis
que le non-biais conjoint correspond à un forçage-á-zéro.
Une introduction plus générale du concept est motivée par l'estimation LMMSE
des canaux de transmission, pour laquelle les implications du concept sont
illustrées dans diverses manières. L'application à la localisation des mobiles
est étudiée en détails.
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8.4.1 Estimation Bayesienne Conditionnellement Non-
Biaisé par Morceau pour un Modèle Linéaire Gaussien

Nous considérons un modèle linéaire Gaussien:

y = Hθ + v (8.20)

ou y représente le signal reçu, θ ∼ N (0,Cθθ) symbolise les paramètres a
estimer, et v représente un bruit blanc additif Gaussien.

Remarquons que tout estimateur linéaire est non biaisé en moyenne, i.e.,

EY,θ

(
θ̂ − θ

)
= FEY,θ (θ) = 0 (8.21)

Ainsi, sous contrainte de non-biais (Bayesien), minimiser l'erreur quadratique
moyenne détermine l'estimateur LMMSE:

θ̂lmmse =arg minbθ=Fy
E

∥∥∥θ̂ − θ
∥∥∥

2

= arg minbθ=Fy
tr

{
(FH− IK)Cθθ (FH− IK)H

}
+ σ2

v tr
{
FFH

}

= CθθH
H

(
HCθθH

H + σ2
vIK

)−1
y (8.22)

D'autre part, sous contrainte de non-biais conditionnel conjoint, la minimi-
sation de l'erreur quadratique moyenne donne:

θ̂ =





arg minbθ=Fy
E

∥∥∥θ̂ − θ
∥∥∥

2

EY |θ
(
θ̂ − θ

)
= 0

=

{
argmin

F
tr

{
FFH

}

FH = IK

Ainsi, imposer le non-biais conjoint empêche l'exploitation des corrélations
aprioris entre les paramètres, et conduit à une réduction signi�cative du
béné�ce dû a l'apriori Bayesien. Dans ce cas, l'estimateur MMSE correspond
à l'estimateur BLUE, i.e.,

θ̂blue =
(
HHH

)−1
HHy (8.23)

Les estimateurs LMMSE et BLUE sont lié par (voir l'annexe 5.A)

θ̂lmmse = Cθθ

((
HHH

)
Cθθ + σ2

vIK

)−1 (
HHH

)
︸ ︷︷ ︸

Blmmse

θ̂blue (8.24)
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ou Blmmse = Cθθ

((
HHH

)
Cθθ + σ2

vIK

)−1 (
HHH

)
représente le bias condi-

tionnel de l'estimateur LMMSE.
Imposer la contrainte du non-bias conditionnel par morceau donne lieu au
problème d'optimisation:

θ̂cwculmmse =





arg minbθ=Fy
E

∥∥∥θ̂ − θ
∥∥∥

2

Ey|θk

(
θ̂k − θk

)
= 0 k = 1 : K

Puisque θ est supposé Gaussien,

Ey|θk

{
θ̂k

}
= eH

k FH Ey|θk
{θ}

=
(
eH

k FHCθθek

) (
eH

k Cθθek

)−1
θk

Par conséquence, l'estimateur CWCU-LMMSE est calculé en optimisant:




arg minbθ=Fy
tr

{
(FH− IK)Cθθ (FH− IK)H

}
+ σ2

vtr
{
FFH

}

eH
k FHCθθ ek = eH

k Cθθek k = 1 : K

En utilisant l'optimisation de Lagrange, on peut monter que le CWCU-
LMMSE est donné par (voir l'annexe 5.B):

θ̂cwculmmse = Dcwθ̂lmmse

= DcwBlmmseθ̂blue (8.25)

ou Dcw = ( diag (Cθθ)) ( diag (BlmmseCθθ))
−1 est une matrice diagonale garan-

tissant le non-biais par morceau.

Cas particuliers:

• Si les composantes θk du paramètre θ sont décorrélés (Cθθ est diago-
nale), alors Dcw se simpli�e:

Dcw = ( diag (Blmmse))
−1 (8.26)

Ainsi, le CWCU-LMMSE correspond a l'estimateur MMSE non-biaisé
(U-MMSE).
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• Si les composantes θk du paramètre θ sont non-couplés ni a travers
l'apriori Bayesian ni a travers les données (Blmmse est diagonale), le
CWCU-LMMSE correspond a l'estimateur BLUE. Ainsi, l'estimation
CWCU-LMMSE dé�nit un nouveau compromis biais-variance dans le
cas ou les paramètre sont couplés a traves a travers l'apriori Bayesien
(Cθθ est non-diagonale) ou/et a travers les données (

(
HHH

)
est non-

diagonale).

Remarquons que dans le cas d'une détection multiutilisateurs (Cθθ est diag-
onale), le CWCU-LMMSE correspond à une détection Bayesienne non-baisé
(ULMMSE), tandis que le BLUE correspond à un forçage-á-zéro (MMSE-
ZF).

Dans cette thèse nous avons introduit le concept générale de l'estimation
Bayesienne conditionnellement non-biaisé par morceau. Une attention par-
ticulaire a était accordé a l'estimation LMMSE des canaux de transmis-
sion, pour laquelle les implications du concept sont illustrées dans diverses
manières. Particulièrement, nous avons

• Introduit les �ltrages de Wiener et Kalman sous les contraintes CWCU.

• Etudié la relation entre le biais conjoint et le rang de la matrice de
correlation apriori. Nous avons montré que si Cθθ est de rang m, imposé
la contrainte du biais conditionnelle par block (de taille ≥ m), garantie
le non-bias conjoint.

• Analysé l'estimation CWCU-LMMSE pour les canaux de transmission.
Nous avons proposé deux schémas itératifs pour une implémentation
e�cace du schéma CWCU-LMMSE.

Par ailleurs, l'application du concept CWCU à la localisation des mobiles
a était étudiée en détails, spéci�quement l'implication a la localisation des
mobiles par signature. Nous avons proposé:

• Deux approches paramétriques (déterministe et Bayesienne) pour l'estimation
du pro�l de puissance du canal de transmission.

• Deux schémas de localisation par signature (directe et indirecte).

• L'exploitation de l'information spatiale disponible lors d'une transmis-
sion multi-entrées ou/et multi-sorties.
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• Une méthode de validation reproductible se basant sur une methode
simple de �lancé de rayons�.
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