Multiuser Diversity - Multiplexing Tradeoff in MIMO Broadcast Channels with Limited Feedback
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Abstract—We consider joint scheduling and beamforming in a broadcast channel with multiple antennas at the transmitter and a single antenna at the mobile receiver. Perfect channel knowledge is assumed to be available at the receiver while the transmitter is provided with partial channel state information (CSIT) through a limited rate feedback channel. Each user feeds back quantized information regarding the channel vector direction (from a codebook) and a quantized (scalar) channel quality indicator. We identify the tradeoff between multiuser diversity and spatial multiplexing gain given a limited amount of feedback bits. Scaling laws of the above parameters are derived in order to achieve a target rate performance. Our results reveal useful design guidelines for the split of feedback bits for channel quantization and channel quality.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) communication systems have the potential to offer high spectral efficiency as well as link reliability. In MIMO broadcast channels, it was shown [1], [2] that the capacity can be boosted by exploiting the spatial multiplexing capability of transmit antennas and transmit to multiple users simultaneously, by means of Space Division Multiple Access (SDMA), rather than trying to maximize the capacity of a single-user link.

As the capacity-achieving dirty paper coding (DPC) approach [3] is difficult to implement, many more practical downlink transmission techniques have been proposed. Downlink linear beamforming, although suboptimal, has been shown to achieve a large portion of DPC capacity, exhibiting reduced complexity [4], [5], [6]. Nevertheless, the capacity gain of multiuser MIMO systems seems to remain highly sensitive and dependent on the channel state information available at the transmitter (CSIT). If a base station with $M$ transmit antennas communicating with $K$ single-antenna receivers has perfect CSI, a multiplexing gain of $\min(M,K)$ can be achieved. The approximation of close to perfect CSI at the receiver (CSIR) is often reasonable, especially for downlink channels, where a common pilot can be employed for channel estimation by a large number of users. However, this assumption is unrealistic at the transmitter. Recently, it was shown that if the transmitter has imperfect channel knowledge, the full multiplexing gain is reduced at high SNR [7], whereas if there is complete lack of CSI knowledge, the multiplexing gain collapses to one [8]. Hence, as the broadcast channel’s capacity is sensitive to the accuracy of CSIT, it is of particular interest to identify what kind of partial CSIT can be conveyed to the base station in order to achieve rates reasonably close to the optimum. The challenge consists in designing limited feedback strategies able to achieve spatial multiplexing gain and exploit multiuser diversity. These strategies have to be able to identify the appropriate users to be scheduled and enable the design of efficient beamforming techniques in order to provide near optimal capacity growth, while keeping the amount of feedback minimal.

It has been shown in MIMO point-to-point systems [9] that there exists a tradeoff between spatial multiplexing gain

$$r = \lim_{P \to \infty} \frac{R(P)}{\log P}$$

and diversity gain

$$-d = \lim_{P \to \infty} \frac{P_e(P)}{\log P}$$

which is defined in the high SNR regime, given the system rate $R$ and average error probability $P_e$. This tradeoff is due to the fact that there is a certain number of degrees of freedom in the MIMO channel that need to be shared in order to achieve diversity or increase the transmission rate. In MIMO broadcast channels with user scheduling, there is in addition multiuser diversity gain

$$m = \lim_{K \to \infty} \frac{R(P,K)}{r \log \log K}$$

The multiuser diversity differs from single-user diversity in the sense that the latter refers to the ability for the multiple antennas to receive the same information across different paths, while in multiuser systems, different information is transmitted and received by different users. The multiuser diversity gain increases with the number of active users in the cell, while the available multiplexing gain remains $\min(M,K)$, regardless of the value of $K$. Hence, with full CSIT both multiuser diversity and multiplexing gain can be attained since they scale with
different magnitudes, $K$ and SNR respectively. The tradeoff appears when we consider a system with limited feedback rate, in which each mobile is allowed to feed back a finite number of bits.

In point-to-point MIMO systems, the effect of limited feedback on the system rate is less severe than in MIMO broadcast channels. It has been shown in [10] that even a few feedback bits can provide performance close to that with full CSIT, achieving full multiplexing gain. However, as it has been recently shown in [11], the level of CSIT critically affects the multiplexing gain of the MIMO broadcast channel. In order to achieve full multiplexing gain, the feedback load per user must increase approximately linearly with the number of transmit antennas and the number of feedback bits per mobile must increase linearly with the SNR (in dB). Hence, appropriate feedback load scaling in terms of channel directional information (CDI) is needed to achieve full multiplexing gain. On the other hand, CDI cannot exploit multiuser diversity gain in a multiuser context with $K \geq M$. In this situation, channel gain information (CGI) at the transmitter becomes necessary in order to perform efficient user selection. However, since the available feedback rate is finite, the amount of bits used for CSIT quantization has to be shared for both CDI and CGI quantization. While CDI quantization incurs in loss of multiplexing gain, CGI quantization leads to a degradation of the multiuser diversity benefit.

In this paper, a tradeoff between multiuser diversity and multiplexing gain in MIMO broadcast channels with limited feedback is presented. The problem of feedback splitting for channel directional information (CDI) and channel gain information (CGI) is introduced and useful feedback design guidelines are provided. A particular case is studied, in order to illustrate the importance of this tradeoff, providing extensive and intuitive simulation results.

II. SYSTEM MODEL

We consider a multiple antenna broadcast channel consisting of $M$ antennas at the transmitter and $K \geq M$ single-antenna receivers. The received signal $y_k$ of the $k$-th user is mathematically described as

$$y_k = h_k^H x + n_k, \quad k = 1, \ldots, K$$

(4)

where $x \in \mathbb{C}^{M \times 1}$ is the transmitted signal, $h_k \in \mathbb{C}^{M \times 1}$ is the channel vector, and $n_k$ is additive white Gaussian noise at receiver $k$. We assume that each of the receivers has perfect and instantaneous knowledge of its own channel $h_k$, and that $n_k$ is independent and identically distributed (i.i.d.) circularly symmetric complex Gaussian with zero mean and unit variance. The transmitted signal is subject to an average transmit power constraint, i.e. $\mathbb{E}\{\|x\|^2\} = P$, and all users have the same average signal-to-noise ratio (SNR). We consider an i.i.d. block Rayleigh flat fading channel, whose parameters are considered invariant during each coded block, but are allowed to vary independently from block to block.

III. FINITE SUM RATE FEEDBACK MODEL

In this section, we present a general framework which is referred to as finite sum rate feedback model. In this context, each receiver $k$ is constrained to have a limited total number of feedback bits $B_{tot}$. From this total amount of bits, $B_1$ bits are used to quantize the channel direction information (CDI) $h = h/\|h\|$ based on a predetermined codebook, and $B_2$ bits are used for scalar quantization of real-valued channel gain information (CGI). This model is depicted in Fig. 1.

![Fig. 1. Finite Sum Rate Feedback Model.](image)

Channel directional information can be used to achieve full multiplexing gain when the feedback load $B_1$ scales appropriately [11]. In a multiuser context with $K > M$, CDI does not provide any information on users’ channel gains, thus not being sufficient for efficient user selection failing to exploit multiuser diversity gain. Hence, additional instantaneous low-rate channel gain information is required as an indicator of the channel quality. The goal of this paper is to reveal the interplay between $K$, average SNR and feedback load $B_1$ and $B_2$, in order to exploit in the best possible way the degrees of freedom available in a multiuser MIMO downlink, i.e., the spatial multiplexing and multiuser diversity gain. The sum feedback rate constraint per user ($B_{tot}$) results to a tradeoff between multiuser diversity and multiplexing gain, and we focus on characterizing it by identifying the optimal feedback rate allocation (split) in order to exploit both gains. Plainly speaking, we intend to determine how many feedback bits are CDI and CGI worth.

A. Channel Direction Quantization

We consider a quantization codebook $V_k = \{v_{k1}, v_{k2}, \ldots, v_{kN_1}\}$ containing $N_1 = 2^{B_1}$ unit norm vectors $v_{ki} \in \mathbb{C}^M$, for $i = 1, \ldots, N_1$, which is assumed to be known to both the $k$-th receiver and the transmitter. In the most general case, the mobile terminals can have different codebooks, generated through random unitary rotation of a common, general codebook $V_g$ known at both ends of the link. Based on the channel realization, the receiver selects its ‘best’ vector from the codebook, i.e. the codeword that optimizes a certain cost function. Here, we assume that each receiver quantizes its channel to the vector that maximizes the following inner product [11], [12], [13], [14], i.e.,

$$\hat{h}_k = v_{kn} = \arg\max_{v_{ki} \in V_k} |\hat{h}_k^H v_{ki}|^2$$

(5)

where $\hat{h}_k$ is the $k$-th user channel quantization, constrained to be unit-norm and invariant to arbitrary phase rotation. Each user sends the corresponding quantization index $n$ back to the transmitter through an error-free, and zero-delay feedback channel using $B_1 = \lceil \log_2 N_1 \rceil$ bits.
B. Channel Gain Quantization

As channel quality indicator, we consider instantaneous scalar feedback, denoted as $\xi_k$, which can take on various forms and is evidently a certain function of the current channel realization $h_k$ (i.e., $\xi_k = f(h_k)$). We assume that $\xi_k$ are i.i.d. random variables with probability density function (pdf) $f_\xi(\xi)$.

Let $\xi$ and $Q(\xi)$ denote the input and the output values of quantizer $Q(\cdot)$. Let $X = \{q_0 < q_1 < \ldots < q_{N_2}\}$ be the input decision levels and let $Y = \{\xi_0 < \xi_1 < \ldots < \xi_{q_{N_2} - 1}\}$ be the output representative levels (reconstruction values) of an $N_2$-level quantizer $Q(\cdot)$ defined as:

$$Q(\xi) = \xi_i \quad \text{if} \quad q_i \leq \xi < q_{i+1} \quad 0 \leq i \leq N_2 - 1$$

with $q_0 = 0$ and $q_{N_2} = \infty$. A partition region (quantization level) is defined as $Q_i = [q_i, q_{i+1}), 0 \leq i \leq N_2 - 1$. Each user sends the corresponding quantization level index $i$ back to the transmitter using $B_2 = \lceil \log_2 N_2 \rceil$ bits. In order to minimize the outage probability, we assume the following conservative but reliable quantization rule $\xi_q = q_i$.

IV. Problem Formulation

Our objective is to dynamically allocate bits to CDI and CGI feedback (as shown in Fig. 1) given a total amount of feedback bits $B_{tot}$, so that the capacity of the multiuser MIMO downlink $C(B_1, B_2)$ is maximized. In the described finite sum rate feedback model, the optimal feedback rate allocation that maximizes the capacity can be formulated in the following constrained optimization problem:

$$\max_{B_1, B_2} C(B_1, B_2) \quad \text{s.t.} \quad B_1 + B_2 = B_{tot}$$

(6)

Let $W$ be the event that a user $k$ is selected for transmission among $K$ users. Using the analysis of [15], we calculate the probability of the above event conditioned on the fact that $\xi$ falls into the quantization level $Q_j$:

$$\Pr(W|\xi \in Q_j) = \frac{\sum_{m=0}^{K} \frac{1}{m+1} \cdot \binom{K-1}{m} \cdot \Pr_1 \cdot \Pr_2}{\sum_{m=0}^{K} \frac{1}{m+1} \cdot \binom{K-1}{m} \cdot \Pr_1 \cdot \Pr_2}$$

where

$$\Pr_1 = \Pr\{m \text{ users other than user } k \in Q_j\} = \left(\Pr(\xi \in Q_j)\right)^m$$

and

$$\Pr_2 = \Pr\{(K-m-1) \text{ users other than user } k \in Q_n, n < j\} = \left(\frac{\Pr(\xi \in \bigcup_{n<j} Q_n)}{\Pr(\xi \in Q_j)}\right)^{K-m-1}$$

We assume here that if more than one user lie in $Q_j$, a random user is scheduled for transmission. Using that $\Pr(\xi \in Q_j) = F_\xi(q_{j+1}) - F_\xi(q_j)$, and after some manipulations, one can show that

$$\Pr(W|\xi \in Q_j) = \frac{[F_\xi(q_{j+1})]^K - [F_\xi(q_j)]^K}{K(F_\xi(q_{j+1}) - F_\xi(q_j))}$$

(7)

where $F_\xi(\cdot)$ is the cumulative distribution function (cdf) of the CGI.

In a system with joint downlink scheduling and beamforming with limited feedback, beamforming is performed based on quantized channel directions. Let’s now assume that the quality indicator $\xi$ is a function of each user’s SINR. In that case, the effect of CDI quantization will be reflected on the distribution of $\xi$. Hence, the CGI contains information both on channel gain and CDI quantization error. For instance, the value $\xi$ can be a lower/upper bound on the achievable SINR or even the achievable SINR value itself. Suppose now that the metric $\xi$ is a lower bound on the SINR. Then, the rate of the selected user $k$, $R_k$ is given by

$$R_k \geq \sum_{j=0}^{N_2-1} \int_{\xi \in Q_j} \Pr(W|\xi \in Q_j) \log_2(1 + \xi)f_\xi(\xi)d\xi$$

$$= \sum_{j=0}^{N_2-1} \int_{Q_j} \log_2(1 + \xi) \cdot \frac{[F_\xi(q_{j+1})]^K - [F_\xi(q_j)]^K}{K(F_\xi(q_{j+1}) - F_\xi(q_j))} \cdot f_\xi(\xi)d\xi$$

Let $S$ be a set of scheduled users with cardinality $|S| = M$. The system capacity $C(B_1, B_2)$ can be lower bounded by

$$C(B_1, B_2) = \sum_{k \in S} R_k \geq \sum_{k \in S} \sum_{j=0}^{2^{B_2}-1} \int_{Q_j} \log_2(1 + \xi) \cdot \frac{[F_\xi(q_{j+1})]^K - [F_\xi(q_j)]^K}{K(F_\xi(q_{j+1}) - F_\xi(q_j))} \cdot f_\xi(\xi)d\xi$$

(8)

V. Decoupled Feedback Optimization

Instead of determining jointly the optimal feedback bit split, an approach of reduced complexity consists of decomposing the problem in a two-step procedure: we first find the optimal number of CDI bits required to guarantee full multiplexing gain, implying that the feedback load that is allocated to CGI is $B_2 = (B_{tot} - B_1)$, and optimizing the $2^{B_2}$ quantization levels by using (8).

We apply the finite sum rate feedback model in a scheme that performs zero-forcing beamforming on the channel quantizations available at the transmitter as a multiuser transmission strategy. Each user $k$ feeds back the index of its quantized channel direction (based on codebook $\mathcal{V}_k$), and the following quantized scalar feedback [17].

$$\xi_k = \frac{P \|h_k\|^2 \cos^2 \phi_k}{P \|h_k\|^2 \sin^2 \phi_k + M}$$

(9)
where $\phi_k = \angle(\hat{h}_k, h_k)$. Note that a similar metric is also reported in [18], [19]. This type of CGI encapsulates information on the channel gain as well as the CDI quantization error, defined as $\sin^2 \phi_k = 1 - |\hat{h}_k^H h_k|^2$, and it also provides an upper bound on each user’s SINR. A system parameter $\epsilon$ that corresponds to the minimum required orthogonality factor between any pair of codebook vectors scheduled for transmission is defined, i.e. $|\hat{h}_k^H h_i| \leq \epsilon, \forall i, j \in S$. The users are selected based on the following scheduling algorithm [5], [6], [20]: the user with the highest $\xi_k$ users are selected at each step as those having the highest $\xi_k$ values among the set of users whose channel quantizations are $\epsilon$-orthogonal to the quantized channels of previously selected users. Once $M\epsilon$-orthogonal users have been selected, the zero-forcing beamforming is applied based on the channel quantizations of the users selected for transmission.

Based on the asymptotic growth of (9) for large $K$ given in [21], we derive the scaling of CDI feedback load, which in turn determines the remaining CDI feedback bits. We define the power gap (per user) between the SINR of the above scheme, $SINR_{ZF}$, and that of zero-forcing with perfect CSI, $SINR_{ZF}$, as the ratio $\frac{SINR_{ZF}}{SINR_{ZF}} = \alpha$. Note that this power gap is translated to a rate gap. In order to achieve full multiplexing gain for finite $K$, the number of CDI bits $B_1$ per receiver $k$ should scale according to:

$$B_1 = (M-1) \log_2 (P/M) - (1-\alpha) \log_2 K - \log_2 \kappa_{i-1} \quad (10)$$

where $\kappa_{i-1} = K_i/K$ is a constant capturing the multiuser diversity reduction at each step $i$ of the user selection algorithm (the number of users $K_i$ from which $\xi_k$ is chosen is reduced at each step), due to the $\epsilon$-orthogonality constraint between scheduled users. As $\alpha < 1$, having more users in the cell, a smaller number of feedback bits $B_1$ per user is required in order to achieve full multiplexing gain. For a system with $M = 4$ antennas, $K = 30$ users and SNR = 10 dB, when a 3-dB SINR gap is considered, each user needs to feed back at least $B_1 = 9$ bits.

### VI. Numerical Results

In this section, we evaluate through simulations the sum rate performance of the scheme presented in Section V, for $M = 2$ transmit antennas and $\epsilon = 0.4$. The total number of available feedback bits is $B_{tot} = 7$ bits. CDI quantization is performed through Lloyd’s algorithm. Once both the input quantization levels $q_i$ and output representative levels $\xi_{q_i}$ are found, the quantizer sets $\xi_{q_i} = q_i, 0 \leq i \leq N_2-1$ in order to avoid outage events as discussed in Section III.

Fig. 2 and 3 show the sum rate as a function of the number of users for SNR = 10 dB and SNR = 20 dB respectively for different CDI and CGI feedback bit split. As expected, it is more beneficial to allocate more bits on channel direction quantization in a system with low number of active users. On the other hand, as the number of users increases, it becomes more beneficial to allocate bits on CGI quantization instead. The black curve $B_1 = 1$ bit corresponds to the random unitary beamforming for $M = 2$ transmit antennas proposed in [22]. In a system with optimal quantization, i.e. matched to the pdf of the maximum CGI value among $K$ users, the amount of necessary quantization levels is reduced as the number of users in the cell increases. Thus, less amount of feedback bits is needed for CGI quantization in order to capture the multiuser diversity.

In Fig 4, the envelope of the curves in the two previous figures is shown, which corresponds to a system that chooses the best $B_1/B_2$ balance for each average SNR and $K$ pair. In this figure, we compare how this best pair of $(B_1, B_2)$ changes as the system average SNR increases. Both curves are divided in different regions, according to the optimal $(B_1, B_2)$ pair in each region. It can be seen that the optimal threshold for switching from $B_1 \rightarrow B_1 - 1$ bits (and thus $B_2 \rightarrow B_2 + 1$) is shifted to the right for higher average SNR values (upper curve). This means that as the average SNR increases, more bits should be allocated on channel direction information. Summarizing, given a pair of average SNR and $K$ values, there exists an optimal compromise of $B_1$ and $B_2$, given that $B_{tot} = B_1 + B_2$.

### VII. Conclusion

A MIMO broadcast channel with limited feedback has been considered, in which each user feeds back quantized information regarding its channel direction and a quantized real-valued channel quality indicator. We have formulated the problem of optimal feedback balancing in order to exploit spatial multiplexing gain and multiuser diversity gain under a sum feedback rate constraint. A low complexity approach has been discussed to illustrate the performance improvement of systems with optimally balanced feedback. The scaling of CDI feedback load in order to achieve full multiplexing gain is also provided, revealing an interesting interplay between the number of users, the average SNR and the number of feedback bits.
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Fig. 2. Sum rate vs. number of users for $M = 2$ and SNR = 10 dB.

Fig. 3. Sum rate vs. number of users for $M = 2$ and SNR = 20 dB.

Fig. 4. Sum rate vs. number of users in a system with optimal $B_1/B_2$ balancing for different SNR values.