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Abstract

The aim of this document is to present an overview of some recent research activities on ultrawideband (UWB) channel modeling. Compared to models introduced in DRB1.2, recent research was focused on more sophisticated tools to model UWB channels, like information theoretic arguments. Physical modeling of UWB channels was also investigated.
1 Introduction

Due to recent developments in digital consumer electronics technology, UWB is becoming more attractive for low cost personal communication applications.

UWB systems are now emerging across a variety of commercial and military applications, including communications, radar, geolocation, and medical systems. First generation commercial wireless UWB products are anticipated to be widely deployed soon. This has been fuelled by a demand for high frequency utilization and a large number of users requiring simultaneous multidimensional high data rate access for applications of wireless internet and e-commerce.

UWB systems are often defined as systems that have a relative bandwidth that is larger than 25\% and/or an absolute bandwidth of more than 500MHz (FCC). UWB systems using a large absolute bandwidth are robust to frequency-selective fading, which has significant implications on both design and implementation. Among the important characteristics of the UWB technology are low power devices, accurate localization, a high multipath immunity, low complexity hardware structures and carrier-less architectures [1,2]. Additionally, the spreading of the information over a very large frequency range decreases the spectral density and makes it compatible with existing systems.

Many researchers are currently working on various projects whose missions are to further explore the potential benefits and future challenges of UWB for extending this technology into the high-rate, multimedia consumer communications [6,7,8,9]. The main objective of this work is to present some recently proposed channel models.

For designing and implementing any wireless system, channel sounding and modelling are a basic necessity. Several studies, theoretical and practical, have shown an extreme difference with respect to narrowband channels [3,4,5]. In works about UWB channel modeling researchers are interested in characterizing the path loss law, shadowing, multipath delay spread, coherence bandwidth, average multipath intensity profile and received amplitude distribution of the multipath components ...

The remaining part of this document is organized as follows. A short introduction is provided inn Section 2. Then, the following models are illustrated

1. A modified S-V clustering channel model for the UWB indoor residential environment (Section 3);

2. A path-loss and time dispersion model for indoor UWB propagation (Section 4);

3. An UWB on-body radio channel model based on ray theory and sub-band FDTD methods (Section 5);
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4. A comprehensive model for Ultra–Wideband propagation channels (Section 6);

5. An UWB channel model based on sub space analysis (Sections 7 and 8);

6. An UWB channel based on entropy maximization approach (Section 9);

7. An UWB channel model based on the analysis of physical propagation phenomena (Section 10).

Finally, some conclusions are offered in Section 11.
2 Indoor channel models in the technical literature

Several works about indoor radio propagation measurements and modeling have been proposed so far in the literature. In this report we describe some important contributions, provided in the last two decades, that deal with wideband channel sounding. This is useful to understand the main concepts playing a relevant role in a propagation channel. First of all, we note that propagation/statistical models usually provide a characterization of the following quantities:

- Path loss law;
- Shadowing;
- Multipath delay spread;
- Coherence bandwidth;
- Multipath arrival times;
- Average multipath intensity profile;
- Received amplitude distribution of the multipath components.

3 A modified S-V clustering channel model for the UWB indoor residential environment

C.-C. Chong et al. have proposed a new modified Saleh-Valenzuela (S-V) clustering channel model based on the measurement data collected in various types of high-rise apartments under different propagation scenarios in the UWB frequency band of 3-10 GHz [11]. A new distribution, namely, a mixture of two Poisson processes, is proposed to model the ray arrival times. This new distribution fits the empirical data much better than the single Poisson process proposed in the conventional S-V model.

3.1 Measurements

Measurements were conducted using a network analyzer transmitting 1601 continuous waves tones uniformly distributed over the 3-10 GHz frequency range. This results in a frequency step of 4.375 MHz and gives a maximum excess delay of about 229.6 ns (i.e., a maximum distance of approximately 68.6 m). The 7 GHz bandwidth gives a temporal resolution of 142.9 ps and the sweeping time is adjusted to sweep across the bandwidth in 800 ms. Calibration was performed in an anechoic chamber with a 1 m reference distance to remove the antenna effects and was saved for post-processing. Measurements were conducted in various types of
high-rise apartments with different sizes, layouts and structures. In each apartment, the transmitter (TX) was fixed in the center of the living room, while the receiver (RX) was moved throughout the apartment around 8-10 different positions with TX-RX separation ranging from 1 to 20 m. We refer this different RX positions as local points. In order to characterize the small scale statistics of the channel, the RX was moved 25 times around each local point over a 55 square grid with 15 cm spacing between adjacent points. Each point on the grid is referred as a spatial point. Both line-of-sight (LOS) and no-LOS (NLOS) scenarios were considered. During the measurements, both TX and RX were fixed at 1.25 m and were kept stationary. In order to confirm the time-invariant nature of the channel and for statistical analysis reliability, at each spatial point, 30 time-snapshots of the complex channel transfer functions (CTFs) were recorded. Details about the measurement setup and the environments were reported in [10].

3.2 A Modified S-V clustering channel model

Based upon the apparent existence of clusters in the measurement data, an UWB channel model which accounts for the clustering of multipath components (MPCs) is proposed here; it is based on the conventional S-V channel model [22]. The clustering CIR can be expressed as follows:

\[ h(t) = \sum_{l}^{L} \sum_{k}^{K} a_{l,k} \delta(t - T_{l} - \tau_{l,k}) \]  

where \( L \) is the number of clusters \( l^{th} \) cluster, \( K \) is the number of MPCs within the \( a_{k,l} \) is multipath gain coefficient of the \( k^{th} \) component in \( l^{th} \) cluster, \( T_{l} \) is the delay of the \( l^{th} \) cluster and \( \tau_{k,l} \) is the delay of the \( k^{th} \) MPC relative to the to the \( l^{th} \) cluster arrival time.

The proposed channel model relies on two classes of parameters, namely, inter-cluster and intra-cluster parameters, which characterize the cluster and MPC, respectively.

The distributions of the cluster arrival times, \( T_{l} \) and the ray arrival times, \( \tau_{k,l} \) are given by two Poisson processes. According to this model, cluster inter-arrival times and ray intra-arrival times are described by the exponential probability density functions (PDFs)

\[ p(T_{l}|T_{l-1}) = \Lambda \exp[-\Lambda(T_{l} - T_{l-1})], \quad l > 0, \]  

and

\[ p(\tau_{k,l}|\tau_{k-1,l}) = \lambda \exp[-\lambda(\tau_{k,l} - \tau_{k-1,l})], \quad k > 0, \]  

respectively, where \( \Lambda \) is the mean cluster arrival rate and \( \lambda \) is the mean ray arrival rate.

The measurement results show that the single Poisson process given in (3) is insufficient to model the ray arrival times. Thus, we propose to model the ray arrival
times with a mixture of two Poisson processes, so that

\[
p(\tau_{k,l}|\tau_{k-1,l}) = \beta \lambda_1 \exp[-\lambda_1(\tau_{k,l}-\tau_{k-1,l})] + (\beta - 1) \lambda_1 \exp[-\lambda_2(\tau_{k,l}-\tau_{k-1,l})], \quad k > 0,
\]

(4)

Here \( \beta \) is the mixture probability, whereas \( \lambda_1 \) and \( \lambda_2 \) are the ray arrival rates. This new model can give an excellent match to the ray arrival times. The average power of a MPC at the delay \( T_l + \tau_{k,l} \) is given by

\[
a_{k,l}^2 = a_{0,0}^2 \times e^{-T_l/\Gamma} \times e^{-\tau_{l,k}/\gamma}
\]

(5)

where \( a_{0,0}^2 \) is the mean power of the first arriving MPC, \( \Gamma \) is the cluster decay factor and \( \gamma \) is the ray decay factor.

Figure 1: Logarithmic complementary CDF (CCDF) of the cluster inter-arrival times for Apart2 under LOS scenario.

Figures 1, 2, 3 and 4 show the logarithmic complementary CDF (CCDF) of the cluster inter-arrival times for Apart2 under LOS scenario, Logarithmic CCDF of the ray intra-arrival times for Apart1 under LOS scenario, normalized cluster relative power versus relative delay for Apart2 under NLOS scenario and the density functions (DFs) of the small-scale amplitude fading at different excess delays for Apart1 under NLOS scenario, respectively.

### 3.3 Conclusions

The model described in this Section is based on a mixture of two Poisson processes and gives an excellent match to the ray arrival times with respect to the single Poisson process proposed in the original S-V model. It was also found that the small-
Figure 2: Logarithmic CCDF of the ray intra-arrival times for Apart1 under LOS scenario.

Figure 3: Normalized cluster relative power versus relative delay for Apart2 under NLOS scenario.
The propagation of UWB signals in indoor environments is an important issue with significant impacts on the future direction and scope of the UWB technology and its applications. Several approaches to UWB channel characterization perform propagation measurements in the frequency domain and convert the results to the time domain by means of Fourier processing.

Channel measurements provide the high resolution necessary for the development of accurate UWB communication channel models. In the work described in [20] higher solution pulses used in the measurements; these are good candidates for small cell scenarios, such as single-cell-per-room where few obstructions exist.

### 4.1 Measurements

Time-domain measurements were performed using a sampling oscilloscope as receiver and a Gaussian-like pulse generator as a transmitter. Two low-noise wideband amplifiers were used at the receiver side. Each amplifier has a gain of 10 dB.
and a 3 dB-bandwidth of 15 GHz. The width of the excitation pulse is less than 100 ps. Offset calibration is carried out with a matched load before performing any measurement. The received signals were sampled at a rate of 1 sample per 10 ps. An acquisition time window of 100 ns was selected to ensure that all the observable multipath components are accounted for. This time window is consistent with the maximum excess delay of 70 ns reported by other investigators [21]. The sampling oscilloscope allows a maximum of 5K points at a time. The 5K points correspond to a 50 ns time window. Two measured 50 ns time windows were cascaded to yield a 100 ns acquisition time. A total of about 400 profiles were collected. The spatial width of the used pulse in our measurements is much smaller than the one used in previously published measurements and is small enough to make the line-of-sight path always resolvable from any other multipath component. Information about the excitation pulse allows to perform a deconvolution and hence lead to a generalization of results for use in other communication applications in the covered frequency ranges [44].

4.2 Small-scale fading and signal quality

The observations of received signals at different points in a measurement grid confirm the absence of small-scale fading. To quantify this effect, let us consider the signal quality parameter defined as [20]:

\[ Q = 10 \log_{10} \left( \frac{E}{E_0} \right) \]  

(6)

where \( E \) is the received signal energy given by

\[ E = \int_0^T r^2(t) dt \]  

(7)

and \( r(t) \) is the received signal.

Robustness of UWB communication systems, insofar as multipath is concerned, is manifested by small variations in signal quality at various grid locations [20].

4.3 Path-loss and large-scale analysis

The energy in the received profile decreases with the distance between the receiver and the transmitter. The path-loss exponent, \( n \), is a measure of the decay in signal power with distance, \( d \), according to \( 1/d^n \). A reference measurement is performed at a distance of 1 m from the transmitter. Subsequent energy measurements are performed with respect to the reference measurement. Using the log-normal shadowing assumption, the path-loss exponent, \( n \), is related to the received energy at distance \( d \) and the reference measurement by:

\[ PL(d) = PL(d_0) + 10n \log_{10}\left( \frac{d}{d_0} \right) + X_\sigma \]  

(8)
The extracted parameters for LOS and NLOS scenarios are summarized in Table 1 in [20]. The minimum path-loss exponent is 1.27 for the case of a narrow corridor which has nearly the behaviour of a lossy waveguide structure. The maximum path-loss exponent is 3.29 in some obstructed scenarios. The global LOS parameters are $n = 1.61$ and $\sigma = 1.58$ dB for the TEM horns and $n = 1.58$ and $\sigma = 1.91$ dB for the biconical antennas. The NLOS scenarios have path-loss exponents larger than 2 and also have larger $\sigma$ values compared with LOS scenarios. In general, there is close agreement between the results obtained with directive antennas and the results obtained with omni-directional antennas. This similarity of results obtained with the two types of antennas de-emphasizes the contribution of the back reflection components. Some UWB frequency domain measurements were also performed around 5 GHz [20], which is close to the center frequency in the spectrum of the pulse used in our experiments. The extracted parameters are $n = 1.7$, $\sigma = 1.6$ dB for LOS scenarios and $n = 3.5$, $\sigma = 2.7$ dB for NLOS scenarios.

### 4.4 Time dispersion results

Time dispersion parameters shed some light on the temporal distribution of power relative to the first arriving components. Delay spreads restrict transmitted data rates and could limit the capacity of the system when multi-user systems are considered. The time dispersion of UWB pulses can be presented as the ratio of the average arrival time to the spread of the arrival time. The formulation of time dispersion parameters is given in [38]. Scatter plots analysis of UWB measured data in [20] indicates that there is no relationship between delay spread and transmitter-receiver (T-R) separation. This is in agreement with that reported in [38] and [22] for narrowband systems. On the other hand, when considering the relationship between the received energy and the delay spread, lower energy signals seem to suffer from a larger excess delay. However, this is because the locations where the received energy is low are usually obstructed and signals arrive at the receiver through many paths. In general, received power is not correlated with the excess delay parameters. In [38] and [22] too, scatter plots of $\tau_{rms}$ delay spread versus path-loss indicate no correlation.

### 4.5 Conclusion

UWB channel measurements and the corresponding statistical analysis have evidenced that, unlike narrowband signals, UWB signals are immune to multipath fading. The calculated path-loss exponent was as low as 1.27 for a narrow corridor. For LOS and NLOS scenarios the global path-loss exponents were found to be nearly 1.6 and 2.7, respectively. The calculated time dispersion parameters for the measured results indicate high concentration of power at low excess time delays.
5  UWB on-body radio channel modelling: ray theory and sub-band FDTD analysis

Conventional and empirical channel models available for many narrowband and wideband systems are insufficient to describe the channel behavior due to the UWB nature of the transmitted signals. The ray tracing (RT) technique and finite difference time domain (FDTD) methods have been widely studied and applied to indoor/outdoor propagation modelling for narrowband and UWB systems. Sarkar et al presented a survey of various propagation models for mobile communications [24]. Wang et al introduced a hybrid technique based on the combination of RT and FDTD methods for narrowband systems [25]. Recently, Attiya et al proposed a simulation model for UWB indoor radio channels using RT [26]. For UWB on-body radio channel modeling, Fort et al simulated pulse propagation around the torso at the frequency range 2 - 6 GHz using Remcom XFDTD [27]. However, the variation of UWB on-body channel at different frequencies caused by material dispersion was not taken into account.

Zhao et al [30] presented a novel deterministic on-body channel model using a sub-band FDTD method.

5.1 Two-dimensional on-body propagation channels

Some path-loss results along the trunk\(^1\) were acquired using the sub-band FDTD method, the UTD/RT method and measurement. Good agreement is achieved when the creeping distance of the transmitter and receiver is small. However, when the distance approaches the maximum, ripples are observed from UTD/RT and measurement, which are caused by the adding up or canceling of two creeping rays traveling along both sides of the elliptical ‘trunk’. The sub-band FDTD model fails to accurately predict such phenomenon due to the staircase approximation of the curved surfaces and such a problem can be alleviated by using a conformal FDTD method [29]. Using the same antenna at different receiver locations, for PICA, sub-band FDTD provides more accurate results (in terms of the number of multipath components) than UTD/RT compared with measurement since FDTD can fully account for the effects of reflection, diffraction and radiation, while some rays are missing in UTD/RT model compared with measurement.

Other results about the on-body radio channel modeling can be found in [30].

5.2 Three-dimensional on-body propagation channels

Both the sub-band FDTD and UTD/RT are applied to model the UWB on-body radio channel in three dimensions.

\(^1\)A support where we mounted a 2-D ellipse cylinder used for modeling both transmitter and receiver.
5.3 Conclusion

An on-body radio channel modeling was performed using a sub-band FDTD and a combined UTD/RT model. In the sub band FDTD model, the entire frequency band (3 - 9 GHz) was first divided into 12 sub-bands with 500 MHz bandwidth for each sub-band in order to take into account the material frequency dispersion at different frequencies. Within each sub-band, the conventional FDTD was applied to estimate the channel impulse response. A combination technique is used at the receiver to recover all the sub-band simulations. The advantage of this method is its ability of modeling materials with any type of frequency dependence. In the UTD/RT model, the human body is approximated by a conducting sphere and cylinders, and the ray tracing technique is used together with the generalized Fermat principle to find surface diffracted ray path while the UTD surface diffraction coefficients are used for calculating the received signal strength. The proposed models are applied to both 2-D and 3-D on-body scenarios and compared with measurement results. For cases in which both transmitter and receiver are mounted on the trunk, UTD/RT provides relatively simple and reliable solutions even if the human body is modeled as a conducting elliptic cylinder; while for more complicated scenarios as like for the whole body channel modeling, the sub-band FDTD is capable of providing more general solutions due to its ability of fully accounting for the effects of reflection and diffraction. The modeling results indicate that the antenna pattern has a significant impact on on-body radio channels. Through the UTD/RT approach, the effect of different antenna types on on-body radio channels is also investigated. The modeling results show good agreement with measurement.

6 A Comprehensive model for ultra–wideband propagation channels

Recently, Molisch et al. [31] have provided a comprehensive statistical model for UWB propagation channels that is valid for a frequency range from 3 to 10 GHz. It is based on measurements and simulations in the following environments: residential indoor, office indoor, built-up outdoor, industrial indoor, farm environments, and body area networks. The model is independent of the used antennas. It includes the frequency dependence of the path-loss, as well as several generalizations of the Saleh-Valenzuela model, like mixed Poisson times of arrival and delay dependent cluster decay constants. The model can thus be used for realistic performance assessment of UWB systems. It was accepted by the IEEE 802.15.4a working group (WG) as a standard model for evaluation of UWB system proposals.
6.1 Generic channel model

6.2 Environments

The following environments are very important for sensor network applications, and are the ones for which the model is parameterized:

- Indoor residential.
- Indoor office.
- Outdoor.
- Industrial environments.
- Agricultural areas/farms.
- Body-area network (BAN).

The measurements and simulations that form the basis of the model in the different environments cover different frequency ranges.

6.3 Path gain

We define the frequency-dependent path gain (related to wideband path gain [32, 33]) in a UWB channel as:

$$G(f, d) = E \left[ \int_{f - \Delta f/2}^{f + \Delta f/2} |H(\tilde{f}, d)|^2 d\tilde{f} \right]$$

where $H(f, d)$ is the transfer function from antenna connector to antenna connector, the frequency interval $\Delta f$ is chosen small enough so that the diffraction coefficients, the dielectric constants, etc., can be deemed constant within that bandwidth, $d$ is the distance between the transmitter and the receiver, and the expectation $E$ is taken over the small-scale and large-scale fading. The total path gain shows random variations (due to shadowing), which are log-normally distributed:

$$G = G_0 - 10n \log_{10} \left( \frac{d}{d_0} \right) + S$$

where $S$ is a Gaussian-distributed random variable with zero mean and a standard deviation $\sigma_S$.

6.4 Power delay profile (PDP)

The impulse response (in complex baseband) of the S-V (Saleh-Valenzuela) model is given by [22]

$$h_{\text{discr}}(t) = \sum_{l=1}^{L} \sum_{k=1}^{K} a_{l,k} e^{j\phi_k} \delta(t - T_l - \tau_{l,k})$$
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where $a_{k,l}$ is the tap weight of the $k^{th}$ component in the $l^{th}$ cluster, $T_l$ is the delay of the $l^{th}$ cluster, $\phi_{k,l}$ is the delay of the $k^{th}$ MPC relative to the $l^{th}$ cluster arrival time $T_l$. The phases $\tau_{k,l}$ are uniformly distributed, i.e., for a bandpass system, each of them is taken as a uniformly distributed random variable in the range $[0, 2\pi]$. Deviating from the standard SV model, the number of clusters $L$ is modeled as Poisson-distributed with probability density function (pdf)

$$pdf_L(L) = \frac{\bar{L}^L \exp(-\bar{L})}{L!} \quad (12)$$

The distributions of the cluster arrival times are given by a Poisson processes (see Paragraph 3.2).

The PDP (mean power of the different paths) is exponential within each cluster

$$E\{|a_{k,l}|^2\} \propto \Omega_l \exp(-\tau_{k,l}/\gamma_l) \quad (13)$$

where $\Omega_l$ is the integrated energy of the $l^{th}$ cluster, and $\gamma_l$ is the intra-cluster decay time constant.

The cluster decay rates are found to depend linearly on the arrival time of the cluster, i.e.

$$\gamma_l \propto k_Tl + \gamma_0 \quad (14)$$

For the NLOS case of some environments (office and industrial), the shape of the power delay profile can be different, namely (on a log-linear scale)

$$E\{|a_{k,l}|^2\} \propto (1 - \chi \exp(\tau_{k,l}/\gamma_{rise})) \cdot \exp(\tau_{k,l}/\gamma_l) \quad (15)$$

Here, the parameter $\chi$ describes the attenuation of the first component, the parameter $\gamma_{rise}$ determines how fast the PDP increases to its local maximum, and $\gamma_l$ determines the decay at later times.

### 6.5 Small-scale fading

The distribution of the small-scale amplitudes is Nakagami

$$pdf(x) = \frac{2}{\Gamma(m)} \left(\frac{m}{\Omega}\right)^m x^{2m-1} \exp\left(-\frac{m}{\Omega} x^2\right) \quad (16)$$

where $m \geq 1/2$ is the Nakagami $m$–factor, $\Gamma(m)$ is the gamma function, and $\Omega$ is the mean-square value of the amplitude. A conversion to a Rice distribution is approximately possible \[34\]. The $m$ parameter is modeled as a lognormally distributed random variable, whose logarithm has a mean $m_0$ and standard deviation $\sigma_{m_0}$. For the first component of each cluster, the Nakagami factor is modeled differently. It is assumed to be deterministic and independent of delay

$$m = \bar{m_0} \quad (17)$$
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Table 1: PATHLOSS MODEL FOR BAN.

<table>
<thead>
<tr>
<th>Parameter of BAN</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma$</td>
<td>107.8 dB/m</td>
</tr>
<tr>
<td>$d_0$</td>
<td>0.1 m</td>
</tr>
<tr>
<td>$G_0$</td>
<td>-35.5 dB/m</td>
</tr>
</tbody>
</table>

The parameters of the model are extracted by fitting measurement data to the model described previously. In residential environments, these parameters are extracted from measurements that cover a range from 7 to 20 m, up to 10 GHz [11]. For office environments, the model was based on measurements that cover a range from 3 to 28 m, in the frequency interval 2 - 8 GHz [28]. For outdoor, the measurements cover a range from 5 to 17 m, in the frequency interval 3 - 6 GHz [28].

The derivation of the model and a description of the simulations for the farm area can be found in [36]. The model for industrial environments was extracted from measurements [34] that cover a frequency range from 3 to 10 GHz and a distance range from 2 to 8 m, though the path-loss also relies on values from the literature [38]. The tables in [51] summarize the values of the parameters described in this paragraph.

Simulations and measurements of the radio channel around the human body indicate that some modifications are necessary to accurately model a body area network (BAN) scenario. Due to the extreme close range and the fact that the antennas are worn on the body, the BAN channel model has different path loss, amplitude distribution, clustering, and inter-arrival time characteristics compared with the other application scenarios within the 802.15.4a context. In the BAN context, the path gain can be calculated according to the following formula

$$G_{dB} = -\gamma(d - d_0) + G_{0,dB}$$ (18)

The impulse responses in different environments show some noticeable differences. The typical impulse response in a residential NLOS situation (CM2) evidences a clear separation between the MPCs, and the arrival in clusters. This arises from the use of the SV model (with modified MPC arrival statistics) as described previously. In strong contrast to this are the impulse responses in an industrial NLOS environment. In this case, it was found that the first arriving MPC is strongly attenuated, and the maximum in the instantaneous power delay profile $|h(\tau)|^2$ occurs only after about 50 ns. This is especially significant for ranging geolocation applications, since the ranging requires the detection of the first path, not of the strongest path. Detection of such a weak component in a noisy environment can be quite challenging.
7 Sub space analysis for modeling UWB channel

7.1 Introduction

Based on UWB channel measurements conducted at Eurecom Institute [5] an UWB channel model is developed. This UWB channel model aims at characterizing the second order statistics of indoor Ultra-Wideband (UWB) channels using channel sounding techniques. These are based on a eigen-decomposition of the channel auto–covariance matrix, which allows for the analysis of the growth in the number of significant degrees of freedom of the channel process as a function of the signaling bandwidth as well as the statistical correlation between different propagation paths.

Figure 5: Cumulative distribution function of the energy in an UWB scenario.

Figure 5 (extracted from [39]) shows the cumulative distribution function of the total received energy over a UWB channel of 6 GHz bandwidth in comparison to a flat fading Rayleigh channel with the same average received energy. The measurements were conducted in a typical office environment. The Cumulative Distribution Function (CDF) corresponding to the UWB channel is very close to a step function, which proves that the received energy is effectively constant irrespective of channel realization. The physical explanation for this behavior comes from the fact that the large bandwidths considered here (> 1 GHz) provide a high temporal resolution and enable the receiver to resolve a large number of paths of the impinging wave front. Provided that the channel has a high diversity order (i.e., we have a rich multipath environment), the total channel gain is slowly varying compared to its constituent components. It has been shown [45,46] through measurements that, in indoor environments, the UWB channel can contain several hundreds of paths of significant
Based on the observation of UWB channel energy behaviour, authors in [39] were interested in a sub space channel analysis. This allows to evaluating the number of UWB channel independent multipaths.

### 7.2 Results

A model based on a sub-space analysis has been developed. The results have shown the evolution of the number of channel eigenvalues as a function of the system bandwidth for both LOS and NLOS scenarios. This has lead to the conclusion that the number of eigenvalues tends to saturate for the extreme bandwidth of UWB systems. This seems to suggest that all significant multipath components can be resolved. Moreover, the results have shown that there is a strong statistical dependence among paths coming from different clusters. This in contrast with most propagation models.

An important result obtained in this analysis is that the number of *degrees of freedom* (DoF) does not scale linearly with the bandwidth. This number is dependent on the environment and the channel settings.

A study is provided to confirm the results in [39]. It is based on the information theoretic aspects using *Akaike information criterion* (AIC) and *minimum description length* (MDL) criterion [54]. A recent research have also shown a sublinear scaling of UWB number of DoF versus the bandwidth and computed the capacity penalty due to this sublinear behavior [59].

### 7.3 Conclusion

The model presented in [39] is based on sub-space channel analysis. This study has resulted in some important results about the channel energy behavior and about the number of independent multipaths.

### 8 Ultra–wideband channel modeling on the basis of information-theoretic criteria

#### 8.1 Model selection procedure

The main objective of the model selection procedure is to choose the distribution that minimizes the discrepancy among all members of the candidate set [16]. The model selection methodology can be used to characterize multivariate distributions; in practice, however, this is hardly feasible because of the large bandwidth and the resulting large number of taps.

In [12] Schuster and Bolcskei used Akaike Information-Theoretic Criteria to determine suitable distributions for UWB channel impulse response taps. Denote the unknown cumulative distribution function (CDF) of the operating model by $F$, and
the set of all CDFs by $\mathcal{M}$. A parametric candidate family $\mathcal{G}^j = \{G^j_{\Theta^j}|\Theta^j \in T^j\}$ is the subset of $\mathcal{M}$, with individual CDFs $G^j_{\Theta^j}$ parametrized by the $U$-dimensional vector $\Theta^j \in T$, with $T^j \subset \mathbb{R}^U$. In model selection using AIC, The AIC is an approximately unbiased estimator of the expected Kullback-Liebler (KL) distance

$$AIC_j = -2 \sum_{n=1}^{N} \log g^j_{\hat{\Theta}}(x_n) + 2U$$

(19)

with $\hat{\Theta}^j = \arg \max_{\Theta^j \in T^j} \frac{1}{N} \sum_{n=1}^{N} \log g^j_{\Theta^j}(x_n)$, the Akaike weights are given by

$$\omega_j = \frac{e^{-\frac{1}{2}D_j}}{\sum_{i=1}^{J} e^{-\frac{1}{2}D_i}}$$

(20)

with $D_j = AIC_j - \min AIC_i$ and $i \in J$.

The candidate set $C$ thus consists of the single-parameter ($U = 1$) Rayleigh family and the two parameter ($U = 2$) Rice, Nakagami, lognormal, and Weibull families. The Rice, akagami, and Weibull families contain the Rayleigh family as a special case. Rayleigh, Rice, and Nakagami amplitude distributions can be justified from physical principles [44]. The Weibull [17] and lognormal [19], [18] distributions seem to lack physical support for small-scale fading [44].

8.2 Results

In [12] AIC is applied to measurement data to evaluate the different tap amplitude distributions put forward in the UWB literature. The candidate set $C$ thus consists of the single-parameter ($U = 1$) Rayleigh family and the two parameter ($U = 2$) Rice, Nakagami, lognormal, and Weibull families. The Rice, akagami, and Weibull families contain the Rayleigh family as a special case. Rayleigh, Rice, and Nakagami amplitude distributions can be justified from physical principles [44]. The Weibull [17] and lognormal [19], [18] distributions seem to lack physical support for small-scale fading [44].

In [12] for MCI: Fig. 1 shows the normalized empirical power delay profile (PDP) of the measured channel for the first 800 taps, along with the Akaike weights for each candidate family.

- The Rayleigh distribution shows the best fit, followed by the Rice, Nakagami, and Weibull distributions in no particular order.
- The lognormal distribution shows a consistently bad fit, with the exception of a few isolated taps.
- The variability of the Akaike weights is high across taps.

For MCII: Fig. MCII depicts the normalized empirical PDP and the Akaike weights obtained from the time-domain measurement campaign.
The Ricean distribution shows the best fit for the first 1200 taps.

The Rayleigh distribution fits well for 1200 taps.

The lognormal distribution does not fit the measurements at all, while the Nakagami distribution is suitable only for the first few taps.

The Weibull distribution shows a good fit for some taps.

The analysis shows that even for bandwidths of up to 3 GHz Rayleigh and Rice distributions provide a good fit, although the differences of the Akaike weights for the Nakagami and Weibull distributions are often small, especially in MCI. Consequently, the data do not provide enough evidence to unequivocally select a single distribution. However, the empirical support for Rayleigh and Rice fading, combined with the mathematical tractability of these distributions, leads us to advocate their use.

**Degrees of Freedom:** Results about DoF scaling behavior for different captured energy percentage as a function of $W$ is presented. The scaling is approximately linear in all cases.

**Taps correlation:** On average, the correlation is small, but some taps show strong correlation. In the NLOS setting, the correlation is somewhat higher in general.

**Entropy:** A figure about $\hat{H}$ shows, however, that with a gap of up to 1 nat. Thus, even though the intertap correlation is often low, it is not negligible in its effect on the empirical entropy, so that we cannot conclude that the taps are essentially uncorrelated.

**Capacity:** The result for the NLOS setting, along with the capacity of the AWGN channel with the same receive SNR, is shown in figure about the capacity $\hat{C}$, where we set $P/N_0 = 10$ dB, and used $K = 5608$ tones at $W = 3$ GHz. The channel synthesized according to the uncorrelated Ricean model predicts the ergodic capacity of the measured channel very accurately, with a maximum error at $P/N_0 = 10$ dB of less than 0.3% in the NLOS setting, less than 0.2% in the OLOS setting, and less than 0.07% in the LOS setting. The small gap between the capacity of the measured and synthesized channels can be attributed to the lack of correlation between taps in the synthetic channel, and the remaining differences between the Ricean tap distributions and the operating model.

**Mutuel Information:** The Mutuel Information study shows the empirical CDF of the mutual information $I$, estimated for the measured and the synthesized channels. The slope of the CDF for the synthetic channel is higher than the slope of the corresponding CDF for the measured channel, an effect that can be attributed to the intertap correlation in the measured channel. For small outage probabilities, the
outage capacity predicted by the uncorrelated Ricean model is significantly higher than the outage capacity obtained from the measurements.

On the basis of indoor UWB channel measurements in the frequency band from 2 GHz to 5 GHz, the AIC support Raleigh respectively Ricean tap amplitude distributions is founded. This is somewhat surprising, as it is often argued that for large bandwidths the number of partial waves contributing to each tap is not high enough to justify the complex Gaussian assumption by the central limit theorem. The number of significant eigenvalues of the channel impulse response covariance matrix scales approximately linearly with bandwidth. Consequently, the diversity order of the channel shows the same scaling behavior, a common assumption in information-theoretic studies of UWB systems. Nevertheless, it’s found that there seems to be correlation between the individual channel taps, thus invalidating the discrete-time assumption US.

8.3 Conclusion

As a finale conclusion about this model: Model selection using AIC shows that Rayleigh, Rice and Weibull distributions exhibit a good fit for the measurements.

9 A maximum entropy approach to ultra-wideband channel modeling

In [40] a unified framework for Ultra-Wideband channel (UWB channel) modeling based on the maximum entropy approach is provided. The main goal of this model is to analyze how channel uncertainty scales with bandwidth in UWB systems. Equivalently, the number of parameters necessary to predict the wideband channel is determined. The channel model is derived based on the maximum entropy approach and validated through measurements performed at Institut Eurecom.

9.1 Maximum entropy modeling (MEM)

The wireless channel suffers from constructive/destructive interference signaling and therefore yields a randomized channel for which one has to attribute a joint probability distribution for the channel frequency response. The basic idea in the channel model proposed in [40] is based on the response of the question:

**Question:** Knowing only certain informations related to channel (power, measurements), how to translate that information into a model for the channel?

**Response:** This question can be answered in light of the Bayesian probability theory [41] and the principle of maximum entropy.
9.2 Maximum entropy modeling (MEM) for channel power knowledge

In the case that the modeler knows however that the channel carries some power $P$ and is stationary during the channel modeling phase.

The power delay spectrum is defined as

$$P(\tau) = \sum_{k=-\infty}^{\infty} R(k)e^{j2\pi k\tau}$$

where $\tau = \hat{\tau}/T_s$ is the normalized delay and $\hat{\tau}$ is the delay in seconds.

The spectral autocorrelation function is defined as:

$$R(k) = E[h_i h_i^*]$$

where $\{h_i\}_{i \in \mathbb{Z}}$ be the sequence of samples at frequencies $i\delta_f$ ($\delta_f$ is the frequency resolution) of the channel frequency response.

For a Gaussian random process, with power delay spectrum $P(\tau)$, the entropy $H$ is given by

$$H = \log(\pi e) + \int_{-1/2}^{1/2} \log(P(\tau) + \epsilon) d\tau$$

To maximize $H$ the Lagrange multipliers with respect to $R(k)$ is used [40].

$$C = H - \mu_0\left(\int_{-\tau_{max}/2}^{\tau_{max}/2} P(\tau)d\tau - P\right)$$

If there is no knowledge except the maximum delay, the model gives an infinite number of clusters and the power is equally split across the different clusters. The methodology can be easily extended if the modeler has knowledge of the bandwidth (which determines the number of correlation coefficients $R(k)$) used.

9.3 MEM for covariance channel knowledge

The others in [40] they suppose that the modeler has knowledge (through measurements) of a finite number of frequency autocorrelation coefficients $R(k)$. The number of coefficients is determined by the measured bandwidth as well as the measurement resolution. The estimated entropy is given by:

$$\hat{H}^N = \log(\pi e) + \int_{-1/2}^{1/2} \log \frac{\sigma^2}{1 + \sum_{k=1}^{N} a_k^{(N)} e^{j2\pi k\tau}}$$

The coefficients $a_1, a_2, ..., a_N, \sigma^2$ are obtained by solving the Yule-Walker equations

$$R(0) = -\sum_{k=1}^{N} a_k R(-k) + \sigma^2$$
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\[ R(l) = - \sum_{k=1}^{N} a_k R(l - k), \quad l = 1, \ldots, N. \] (27)

The estimated entropy in equation (25) is based on AR-modeling of the spectral autocorrelation function \( R(k) \).

### 9.4 Entropy maximization results

The scaling of channel uncertainty with respect to the bandwidth is analyzed. As one can observe in figure 6, the channel uncertainty decreases with bandwidth. However, in the Gaussian case, additional information provided by the frequency samples does not lower the uncertainty as the samples are completely independent. The results show that with increasing bandwidth, one is certainly able to capture the small variations.

In the UWB channel model based on Entropy maximization approach, the others show that the entropy is a useful measure and the slope decrease characterizes how information scales with bandwidth. In particular, in wideband schemes, they have shown that it is possible to reproduce the channel frequency behavior with a limited number of coefficients since the channel uncertainty decreases with bandwidth.

![Figure 6: Entropy variation with respect to the bandwidth.](image-url)
10 A UWB channel model based on an physical analysis of propagation phenomena

The ultimate performance limits of any communications system are determined by the channel it operates in. For a UWB system, this is the UWB propagation channel, which differs from conventional (narrowband) propagation in many respects. The performance of a system thus can only be evaluated when realistic channel models are available.

The UWB impulse response is the result of the superposition of several MPCs. As a first step towards our new channel model we investigate the properties of a single MPC. Qiu [47] presented the impact of large bandwidths on the impulse response due to diffraction. Based on a heuristic approach he proposed a model to show the relationship between delay spread and large bandwidths. In [55, 56] the reflection mechanisms for an UWB channel was analysed, using the time domain channel impulse response (TD-CIR) expression derived by Barnes in [49] and based on the analysis of the expression of the reflection coefficient versus frequency.

10.1 Analysis of the UWB impulse response

The UWB impulse response is the result of the superposition of several MPCs. As a first step towards our new channel model we investigate in the properties of a single MPC. Qiu [48] presented the impact of large bandwidths on the impulse response due to diffraction. Based on a heuristic approach he proposes a model showing the relationship between delay spread and large bandwidths. In the sequel, we will analyze the reflection mechanisms for a UWB channel.

Using the expression of the reflection coefficient versus the frequency, Barnes [49] derived a TD-CIR expression. In [48], Qiu derived the TD-CIR due to diffraction for a perfectly conducting half-plane.

The expression of the reflection coefficient versus the frequency and the incident angle, $R(\psi, s)$ expressed as

$$R(\psi, s) = \pm \frac{\sqrt{s + 2a} - \kappa \sqrt{s}}{\sqrt{s + 2a} + \kappa \sqrt{s}}$$  \hspace{1cm} (28)

with $\tau = \frac{\sigma}{c}$, $\beta = \sqrt{\frac{\varepsilon_r - \cos^2 \psi}{\varepsilon_r + \sin^2 \psi}}$, $a = \tau / 2$, $\kappa = \beta$ for vertical polarization and $a = \tau / 2$, $\kappa = (\varepsilon_r / \beta)^{-1}$ for horizontal polarization.

Barnes [49] derived the time domain expression of $r(t)$ as

$$r(t) = \left[ K \delta(t) + \frac{4\kappa}{1 - \kappa^2} \frac{\exp(-at)}{t} \sum_{n=0}^{\infty} (-1)^{n+1} nK^n I_n(at) \right]$$  \hspace{1cm} (29)

Qiu in [48] derived the time domain impulse response due to diffraction for
perfectly conducting half-plane as follow

\[ h_d(\tau) = \sqrt{\frac{2r}{c}} \frac{\cos \frac{1}{2} (\varphi - \varphi_0)}{\tau + \frac{r}{c} \cos (\varphi - \varphi_0)} \left( \frac{1}{\sqrt{\tau - r/c}} U(t - r/c) \right) \]

where \( c \) is the speed of light, \( \tau \) is the path delay, \( \varphi \) and \( \varphi_0 \) are defined as shown in Figure 7.

Figure 8 shows the effect of the material constitutive parameters (\( \epsilon \): permittivity and \( \sigma \): conductivity) on TD-CIR for a bandwidth equal to 1 GHz.

![Diagram](image)

Figure 7: Diffraction at a perfectly conducting half-plane.

As it can be inferred from this figure, the impulse response of a single MPC may show significant dispersion. These results clearly demonstrate that a single path of an UWB channel can experience a dramatic dispersion effect in time domain in the range of several nanoseconds. If we further recall that the RMS delay spread \( \tau_{rms} \) for UWB channels ranges from 5 ns to 25 ns for indoor CM1-CM4 environments [50], this dispersion should be taken into account to model UWB path response.

This implies that, the UWB impulse response should not be represented by a set of Dirac functions. The large dispersion in time domain may also explain parts of the clustered behavior of the Power Delay Profile (PDP) observed in many UWB channel measurement campaigns [39,50]. This statement does not argue against clusters. It was shown several times that clusters exist. But our idea influences the
way clusters are built out of sets of MPCs. If each MPC has a certain time dispersion the PDP of a single reflection looks like the PDP of a cluster.

10.2 Channel model description and parameter estimation

10.2.1 Channel Model Description

Although there are both frequency domain and time domain models that may be appropriate for UWB systems, authors in [55,56] chose to focus on evaluating continuous time domain models. The following expression of the channel impulse response is used:

\[ h(t) = \sum_{l=1}^{L} g_l(t)u(t - \tau_l), \]  

(31)

\[ g_l(t) = g_le^{-(t-\tau_l)/\gamma_l} = \alpha_l e^{-t/\gamma_l} \]  

(32)

where \( \alpha_l = g_le^{\tau_l/\gamma_l} \).

\( g_l(t) \) is used to model the dispersive part and \( u(t) \) is the Heaviside function. The signal parameters of the \( l^{th} \) MPC are the time delay \( \tau_l \), \( \alpha_l \) is the complex amplitude, and \( \gamma_l \) denotes the decay constant.

10.2.2 Parameter estimation

At first, the authors of This Section estimated, using a method based on the approximation by regression, the parameter \( \gamma_l \) (it can be seen as the slope of each MPC). Second, they estimated the parameters \( \alpha_l \) and \( \tau_l \) using the SAGE algorithm [52,53]. The number of MPCs \( L \) in the observed UWB signal \( y(t) \) was derived using the
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maximum description length (MDL) algorithm \cite{54} and the Akaike information criterion (AIC) \cite{54}. To estimate the parameters $\alpha_l$ and $\tau_l$ the SAGE algorithm was exploited \cite{56}. A block diagram summarizing channel estimation parameters is illustrated in Figure 9.

Figure 9: Block diagram describing the estimation of channel model parameters.

10.3 Results

10.3.1 UWB channel model implementation

The analytical channel was implemented, using the Matlab tools \cite{57}, on the basis of the equations derived in \cite{48} and \cite{49}. The nature of the environment (dense, number of reflecting/diffracting scatterers, geometry, etc...) is fully parametrizable. For the statistical model, we propose as a first approach to model $\gamma_l$, $\alpha_l$ and $\tau_l$ using a normal distribution.

Figure 13 shows the power delay profile for simulated analytical channel with $L = 100$, $\bar{\gamma} = 1.5$ and time resolution $0.1667\,\text{ns}$ corresponding $W = 6\,\text{GHz}$. These results show that the simulated channel exhibits the same clustered behavior as that evidenced by UWB channel measurements \cite{39}.

The PDP is generally characterized by the first central moment (mean excess delay) $\tau_m$ and the square root of the second moment (root mean square delay spread), $\tau_{rms}$.

Figure 14 shows the cumulative distribution function of $\tau_m$ and $\tau_{rms}$ for the analytical channel. These results show that the statistics of the simulated model are in agreement with those published in the literature.

10.3.2 Channel parameters estimation

In this part, we focus on the estimation of the channel parameters using the model based on equation (31). In Figure 16 single realizations of the impulse responses of the analytical channel and the measured channel \cite{39} are shown and compared with the channel built on the basis of our parameter estimates.

The resulting small scale statistics are given in Table 2. These results have been extracted from 500 realizations (in computing these results the power delay profiles
Figure 10: Simulated UWB Channel Impulse Response realization (1) $L = 100$.  

Figure 11: Simulated UWB Channel Impulse Response realization (2) $L = 70$.  

Reference D.xx.xx 

30 November 2006 

Issue n.m
Figure 12: The power delay profile estimated from simulated channel $L = 100$.

Figure 13: $\tau_m$ from simulated analytical channel
Figure 14: $\tau_m$ (top) and $\tau_{rms}$ (bottom) both from simulated analytical channel

Figure 15: Estimation results for the impulse response of the analytical channel of 1 GHz
Figure 16: Estimation results for the impulse response of the measured channel for a bandwidth of 1 GHz

Table 2: Small scale statistics

<table>
<thead>
<tr>
<th></th>
<th>( \tau_{\text{rms}, L=50} ) ns</th>
<th>( \tau_{m,L=50} ) ns</th>
<th>( \tau_{\text{rms}, L=100} ) ns</th>
<th>( \tau_{m,L=100} ) ns</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>11.7953</td>
<td>9.6071</td>
<td>11.3588</td>
<td>8.3215</td>
</tr>
<tr>
<td>min</td>
<td>6.0284</td>
<td>2.3504</td>
<td>7.1747</td>
<td>3.6765</td>
</tr>
<tr>
<td>max</td>
<td>15.3522</td>
<td>18.4709</td>
<td>14.6920</td>
<td>16.5753</td>
</tr>
</tbody>
</table>

have been normalized). Comparing the results for the different environments reveals some relative trends for the mean excess delay, max excess delay, \( \tau_{\text{rms}} \) delay spread, and the number of paths.

10.4 Conclusion

A novel UWB channel model based on physical propagation effects was introduced. A mathematical description of the model has been discussed and the corresponding parameter extraction presented. The parameter extraction has been based on the SAGE algorithm and some preliminary results have been given. The proposed model presents a good fit to measurement data and is easy to implement. A set of four parameters, namely the number of MPCs, the MPC amplitude, the MPC delay and the MPC decay constant, describes the whole model.

11 Conclusion

This report has illustrated various recent research results about UWB channel modeling. Compared to models presented in Newcom DRB1.2 report [58], new ap-
Figure 17: $\tau_{rms}$ and $\tau_m$ estimation.
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Figure 18: Analytical and real channel parameters estimation.
Figure 19: channel simulation based on the proposed model.
approaches were proposed; they are based on information theoretic arguments and on the investigation of UWB propagation mechanisms.
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