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ABSTRACT
The Least Attained Service (LAS) scheduling policy, when used
for scheduling packets over the bottleneck link of an Internet path,
can greatly reduce the average flow time for short flows, while not
significantly increasing the average flow time for the long flows that
share the same bottleneck. No modification of the packet headers is
required to implement the simple LAS policy. However, previous
work has also shown that a drawback of the LAS scheduler is that,
when link utilization is greater than 70%, long flows experience
large jitter in their packet transfer times as compared to the conven-
tional First-Come-First-Serve (FCFS) link scheduling. This paper
proposes and evaluates new differentiated LAS scheduling policies
that reduce the jitter for long flows that are identified as ”priority”
flows.
To evaluate the new policies, we develop analytic models to es-
timate average flow transfer time as a function of flow size, and
average packet transmission time as a function of position in the
flow, for the single-bottleneck ”dumbbell topology” used in many
ns simulation studies. Models are developed for FCFS scheduling,
LAS scheduling, and each of the new differentiated LAS schedul-
ing policies at the bottleneck link. Over a wide range of configu-
rations, the analytic estimates agree very closely with the ns esti-
mates. Thus, the analytic models can be used instead of simulation
for comparing the policies with respect to mean flow transfer time
(as a function of flow size) and mean packet transfer time. Fur-
thermore, an initial discrepancy between the analytic and simula-
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tion estimates revealed errors in the parameter values that are often
specified in the widely used ns Web workload generator. We de-
velop an improved Web workload specification, which is used to
estimate the packet jitter for long flows (more accurately than with
previous simulation workloads).
Results for the scheduling policies show that a particular policy,
LAS-log, greatly improves the mean flow transfer time for priority
long flows while providing performance similar to LAS for the or-
dinary short flows. Simulations show that the LAS-log policy also
greatly reduces the jitter in packet delivery times for the priority
flows.

Categories and Subject Descriptors
C.4 [Performance of Systems]: Performance attributes.; I.6 [Sim-
ulation and Modeling]: Model Validation and Analysis.

General Terms
Performance, Design.

Keywords
Scheduling, FCFS and LAS models, LAS-based scheduling and
models, models validation, simulations, service differentiation.

1. INTRODUCTION

1.1 Background
Previous results for timesharing systems show that, for certain

workloads, some scheduling policies offer low mean response times
to short jobs without starving large (batch) jobs. One such policy
is Least Attained Service (LAS), which is also called Foreground-
Background (FB) [15] or Shortest Elapsed Time (SET) first [5].
LAS is a preemptive scheduling policy that gives service to the job
in the system that has so far received the least service. In the event
of ties, the multiple jobs that have received the least service share
the processor in a processor-sharing mode. Thus, LAS favors short
jobs without prior knowledge of job sizes.

The impact of short jobs on the mean response time of large jobs
under LAS highly depends on the job size distribution [20]. In



particular, for job size distributions with a high coefficient of vari-
ation1, the small mean response times seen by the short jobs comes
at a cost of only a very small increase in mean response times for
the largest jobs. Internet flow sizes have a large coefficient of vari-
ation. Most of the flows are short, while more than half of the bytes
are carried by a small percentage of flows that are very large [4].

A network flow is identified by it’s source and destination ad-
dresses and ports. To implement LAS scheduling, a network router
can easily (a) identify the first packet and subsequent packets in a
flow, (b) store the sequence number of the latest packet that has
arrived in the flow, and (c) use that sequence number to insert the
packet into the priority queue2. Note that the priority queue inser-
tion is feasible even at high data rate[2].

Packets are served in order of earliest sequence number first,
since sequence number corresponds to attained service. Packets
having the same sequence number, which are from flows that have
so far received the same amount of service, are served in first-
come-first serve order. These rules imply that packets from flows
that have received the same amount of service are served in an ap-
proximate round-robin fashion, which is an approximation of the
processor-sharing service of equal priority jobs in the idealized
LAS policy.

Keeping per-flow state is a challenging task for routers in the
Internet backbone, due to the large number of simultaneously active
flows. However, congestion and consequent packet losses occur
most often at the edge and the access links of the Internet [17],
where the number of active flows is more moderate. Furthermore,
since bottleneck queues have a significant impact on end-to-end
performance, deploying LAS in the access and edge routers that
transmit packets over bottleneck links should reap the benefits of
LAS in terms of reducing the response time of short TCP flows.

1.2 Modified LAS Policies: Motivation
Recent work [19] has shown that although LAS scheduling on

a bottleneck link can greatly improve the average flow transfer
time for short flows without appreciably degrading the average to-
tal transfer time of long flows, the individual packets in a long flow
can experience significantly higher variance in their transfer time
as compared with the case that the router uses first-come first serve
scheduling for all packets. For download applications, and for
streaming applications that buffer data at the destination to mask
the variability in packet transfer times, the jitter in packet deliv-
ery does not hinder application performance. On the other hand,
we observe in this paper that since a LAS scheduler already main-
tains a small amount of state for each flow, extensions to the LAS
scheduler can provide a simple differentiated service for flows that
require lower jitter, as well as for other flows that may be willing
to pay for improved service. To illustrate this point, we consider
the following two-class policies, in which ordinary (class 2) flows
have packet priority equal to the sequence number, � , while prior-
ity (class 1) flows have modified packet priority values that are a
function of the sequence number,

��� ��� , as defined for each policy:

� LAS-fixed (k): Packets in class 1 flows have a constant prior-
ity value

��� �����
	 , for a specified integer 	��� .

� LAS-linear (k): Packets in class 1 have priority value��� ����������	 for a specified integer 	��� .
�
Coefficient of variation is the standard deviation divided by the

mean of a distribution.�
We use the term sequence number in the sense of counter for the

amount of service attained by a flow.

� LAS-log (k): Packets in class 1 have priority value��� ����� ������� � � �������� , for a specified integer 	��� .
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Figure 1: Priority value as a function of attained service �

Note that smaller priority values have higher priority, with pri-
ority value  representing the highest priority. In each policy, the
function

�
determines the relative priority value of each packet in

a class 1 flow. If the priority values of the consecutive packets in a
class 1 flow increase more slowly than linearly, a class 1 flow will
have a lower expected transfer time than a similar size class 2 flow.
Refinements in the priority assignment function to more than two
classes of flows are also possible. We use the above two-class poli-
cies to obtain some initial insights into the relative advantages and
disadvantages of the different types of priority value functions.

A flow of a given size is said to be penalized by a policy if it
has higher mean transfer time under the policy than with a stan-
dard FCFS router. A recent hybrid scheduling policy called FLIPS,
which uses LAS only for flows shorter than a specified thresh-
old value, was proposed to reduce the penalty for large network
flows [8]. In contrast, the differentiated policies proposed in this
paper reduce the penalty for differentiated (class 1) flows that re-
quire or pay for better service. If the differentiated large flows are
a small fraction of all large flows, the penalty for the differentiated
flows can be eliminated.

1.3 Modeling Approach
The performance of size-based scheduling policies for Internet

routers has generally been analyzed using ns simulations of flows
that share a common bottleneck (e.g., [23, 10, 8]). In other prior
work, analytic models have been developed and applied to com-
pare the theoretical properties of LAS and related scheduling poli-
cies. Examples of these analytic models include shortest remaining
processing time (SRPT) [11, 1], least attained service (LAS) [20,
8, 15], a study of the asymptotic performance of scheduling poli-
cies [12], and a new scheduling policy known as Fair Sojourn Pro-
tocol (FSP) [9]. In most cases, these papers investigate unfairness
or optimality properties of the policies. For example, Wierman and
Harchol-Balter [22] classify scheduling policies based on their un-
fairness.

In this paper, we take a different approach. That is, we derive
analytic models that estimate, for each router scheduling policy
we consider, the average flow transfer time as a function of flow
size for TCP flows that share a given bottleneck link. The mod-
els also estimate average packet transfer time as a function of se-
quence number (i.e., position in the flow). One goal is to produce
the same estimates analytically as are obtained in an ns simulation
of the dumbbell topology with the router scheduling policy, and



TCP flows generated by the ns Web workload model. At first this
may seem like a daunting task, since the TCP flow control policy
and the router scheduling policy interact in complex ways that may
be difficult to capture analytically. For example, previous analytic
models of router scheduling policies assume that a job arrives to
the server all at once, whereas the packets belonging to a single
flow arrive at a router at disparate points in time that are partially
determined by the TCP congestion avoidance protocol.

We make three key observations that enable the development of
the analytic models. First, due to the nature of a system bottleneck
at link utilizations (e.g., 70%) where differences in scheduling pol-
icy performance are observable, each flow is likely to have at least
one packet queued at the bottleneck link a high fraction of the time.
Second, for LAS-based scheduling of two flows that have so far
received the same amount of service, if the next several packets
from one of the flows arrives after the corresponding packets from
the other flow have been served, the late packets will have prior-
ity for service after they arrive and thus the flow with late packets
will ”catch up” to the flow whose packets arrived earlier. Third,
for FCFS scheduling of the packets waiting for the bottleneck link,
moderate to large flows that have moderate propagation delays and
share the common bottleneck will have their packets transmitted in
an interleaved fashion; the ”quantum” for the interleaving varies
due to the dynamic TCP window size and unpredictable packet ar-
rival times, but is small compared to the flow size. Due to these
observations, we conjecture that the flow transfer time for each
router scheduling policy can be analyzed assuming each flow ap-
proximately always has at least one packet in the queue for the bot-
tleneck link. Using this conjecture, we show how previous theoret-
ical models of scheduling policies, with customizations to model
connection establishment, can be used to obtain the average flow
transfer time as a function of flow size and average packet trans-
mission time as a function of sequence number for the LAS and
FCFS routers, respectively. We also use the conjecture to derive
new models of the average flow and packet transfer times for each
of the new differentiated service policies at the bottleneck link. We
validate the conjectures by implementing the LAS and differenti-
ated service policies in the ns simulator, and comparing the analytic
results against the simulation results for the ”dumbbell” bottleneck
topology used in many previous ns simulation studies.

A key result in the paper is that the analytic results for the widely
implemented first-come first-serve routers and single-class LAS
scheduling, as well as the proposed differentiated service policies,
are in excellent agreement with the ns simulation estimates. This
result could motivate development of analytic models for many
other types of design questions that have commonly been evalu-
ated using ns simulations. Key advantages of the analytic models
include very quick solution time, and key insight into the system
features that have a direct impact on the computed performance.
Furthermore, a detailed analysis of initial discrepancies between
the analytic results and simulation results, for FCFS and LAS router
scheduling, revealed an error in the ns workload parameters often
specified for a popular ns workload generator [3]. The error in these
workload parameters was not obvious from the simulation results
alone, because simulation estimates of flow transfer times appeared
plausible for the heavy tailed flow sizes that are found in the Inter-
net. However, the analytic models predicted lower average transfer
time as a function of flow size for the same heavy tailed distribu-
tion of flow sizes. As shown in section 4, a detailed examination of
the simulation flow times revealed that the ns2 workload parameter
values were unrealistic. This illustrates a common experience in
analytic modeling, which is that analytic models can also be very
useful in validating and correcting the simulation.

This paper uses the validated analytical models to compare the
performance of the LAS-based differentiated service policies, the
single-class LAS policy, and FCFS router scheduling. The vali-
dated simulator is also used to evaluate jitter, in more detail than
possible analytically, for the best of the differentiated service poli-
cies and for the LAS policy. The results show that, compared to
a FCFS router, LAS-log simultaneously achieves low mean trans-
fer time for short flows, a mean transfer time for the ordinary long
flows similar to LAS, and similar jitter in the packet transfer times
for long flows.

We validate the new policies in Section 4 and compare their per-
formances in terms of mean transfer time, loss, jitter, and fairness
in Section 5. Section 6 summarizes the paper.

2. FCFS AND LAS SCHEDULING
In this section we provide two analytic models of the average

flow transfer time as a function of flow size, � � ��� , for flows that
(a) share a common bottleneck link and (b) experience negligible
contention at other points in their respective transmission paths.
One of the two models provides results for the widely deployed
FCFS scheduling of packets on the bottleneck link; the other pro-
vides results for the single-class LAS scheduling policy. The goal
is to estimate average transfer time for such flows as accurately as
is estimated by ns2 simulations of the simple dumbbell topology
with a given flow arrival rate, flow size distribution, bottleneck link
speed, bottleneck link scheduling policy, and range of flow propa-
gation delays.

2.1 Notations and Assumptions
We assume that (a) flow sizes are expressed in units of packets

of a specified size, and (b) the unit of time for all measures that
require a time unit, is the time it takes to transmit one packet on
the bottleneck link. The overall distribution of flow size is given by��� ��� , and the complement of the distribution is given by

����� ��� .
Key measures for modeling LAS policies include (1) the moments
of the flow size distribution, ���� , (2) the link load, � � �	� � , (3) the
 th moments of the flow size distribution in which the flows are
truncated at a given value � , which are given by

������ � ��� ��� ���  ��� � � � � � � ��� (1)

and (4) the load due to the truncated flows,

� � ��� � ���
For each scheduling policy, we derive � � ��� , the mean end-to-

end flow transfer time as a function of flow length � . For a flow of
a given size � , the average time to transfer the first � packets of the
flow is equal to � � � � . Thus, the average time between when packets� and � �  complete transmission is equal to � � � �  ��� � � � � .

An important goal is to create the simplest models that contain
the essential details for producing the same results as a (correct) de-
tailed ns2 simulation, for key workloads and system configurations
of interest. One important advantage of such models is that they
clarify which system details have a principal impact on observed
policy performance. The analytic models can be used in place of
simulations to quickly compare policy performance with respect to� � ��� for a variety of workloads and system configurations, such
as varying relative load of high priority and low priority flows, and
for a range of bottleneck link speeds. Simulation can then be used
to evaluate the most promising policies using more detailed per-
formance measures and for system configurations that violate the
assumptions in the analytic model. To these ends, we make the
simplifying assumptions outlined below.



The workloads of interest involve TCP flows, with realistic flow
size distributions, that share a common bottleneck link that has uti-
lization in the range of 70% or higher. This is the range of link
utilizations for which link scheduling policy has a discernable im-
pact on system performance. We assume that most flows through
the bottleneck have modest disparity in their respective round trip
propagation delay (e.g., propagation delay under 100 milliseconds),
and that the queue for the bottleneck link is non-empty most of the
time. Unless otherwise stated, we also assume that each flow has a
window of packets in flight (i.e. at least one packet in the bottleneck
queue) most of the time.

We derive the analytic models for the case of low packet loss rate
(i.e., the link buffer is large enough to achieve a loss rate under, for
example, 2%). Simulations can be used to study the impact of con-
figurations with higher loss rate on the most promising policies that
are identified in the low-loss analytic comparisons. Alternatively,
the analytic models could be extended to estimate and account for
packet loss; we defer such extensions to future work.

Initially, we derive the mean transfer time assuming zero prop-
agation delay between the flow endpoints and the bottleneck, for
each flow. We then add two times the average round trip propa-
gation delay for the flows. This estimates the average delay for
connection establishment, which is non-negligible for short flows.
We assume that the propagation delay for (most) packets other than
the first packet in the flow is fully overlapped with the bottleneck
queueing delay and service time of at least one other packet in the
same flow.

For simplicity in the presentation of the models, we assume that
all packets have uniform size (e.g., one kilobyte). This is also a
common assumption in ns2 simulations. We note that the models
can easily be extended to have a distribution of average packet size
for each flow, where the distribution could depend on the class of
the flow as well as the flow size. However, such extensions are
beyond the scope of the paper.

2.2 FCFS Model
If the packets are scheduled on the bottleneck link in FCFS order,

transmissions of packets from different flows will be interleaved
since the packets in each flow arrive at variable times. The ”quan-
tum” for interleaving will typically be non-uniform because a vari-
able number of consecutive packets in a particular flow may ar-
rive between two consecutive packets in another active flow. How-
ever, we assume roughly similar flow rates for moderate to large
flows that each have moderate propagation delay, share the com-
mon bottleneck, and experience negligible contention in the rest of
their transmission path. Thus, we assume that the scheduling of
the flows on the link is approximately round-robin with an average
quantum size that is small for moderate to large flows. Ignoring the
delays for connection establishment and retransmitting lost pack-
ets, we estimate the average transfer time for a flow of size � using
the processor-sharing approximation for round-robing scheduling,
as follows [15]:

� � � ����� � �
 � � (2)

We note that this processor-sharing approximation to round robin
is likely to underestimate the mean transfer time for short flows,
since the model does not include the impact of the variable and non-
negligible quantum size on the average delay seen by such flows.
This impact of this approximation will be be evaluated in the model
validations.

2.3 LAS Model
The LAS link scheduling policy was defined in Section 1. As-

suming each flow has at least one packet in the queue for the bottle-
neck link most of the time, the mean transfer time for a flow of size� under the LAS policy, expressed in units of the time to transmit
a packet on the bottleneck link, can be modeled by the mean total
time to serve a job of size � at a LAS server, which is given by [15]
as:

� � ��� LAS
�
��� � ����� �
�  � � � � (3)

where
� � � ��� is the average backlog of packets with sequence num-

bers less than or equal to � at a random point in time,

� � � ����� � � � �
� �  � � � � �

We note that although each flow does not actually have a packet
in the queue at every point in time, as would be required for the
above model to be exact, a packet that arrives a little later than the
time at which it would receive service in the exact model will be
served earlier than all packets with higher sequence numbers, and
thus will cause one unit of interference in the total transfer time of
the other flows that have so far received more service. Thus, we
anticipate that this model of the LAS router may be more accurate
than the model of the FCFS router.

3. DIFFERENTIATED LAS SCHEDULING
Under the single-class LAS scheduling policy, packets later in

a flow have lower priority and thus longer expected transmission
delays. In this section we consider three alternative two-class dif-
ferentiated service scheduling policies that are each simple exten-
sions of the single-class LAS policy. The goals of these differenti-
ated service scheduling disciplines are to reduce the expected total
transfer time of (moderate to long) class 1 flows, and to reduce the
differential between the average transfer time for earlier and later
packets in the class 1 flows, without appreciably increasing the ex-
pected transfer time of short class 2 flows. The policies are LAS-
fixed(k), LAS-linear(k) and LAS-log(k), which have packet priori-
ties for class 1 that are fixed, linear and logarithmic in their packet
sequence number, respectively. Packets in Class 2 flows have pri-
ority equal to their sequence number, as under the single-class LAS
policy. Scheduling of the packets on the outgoing link is otherwise
the same as in the single-class LAS policy. Thus, packets in a class
1 flow have on average higher priority than the packets in a class 2
flow of the same size, but the long class 1 flows do not significantly
interfere with the large number of very short class 2 flows.

Flows in class 1 will be called the priority flows and will be de-
noted by subscript or superscript � , while the flows in class 2 will
be called the ordinary flows and denoted by subscript or superscript	 . In these differentiated service policies, a fraction 
 of the flows
are class 1 flows. Each class of flows has a possibly different dis-
tribution of flow sizes, denoted by

����� ��� for class  . The analytical
models of the differentiated LAS scheduling policies presented in
this section estimate average flow transfer time as a function of flow
size. The models adopt the technique used to evaluate the LAS pol-
icy, which is to view each flow as a job with service requirement �
that arrives to the bottleneck queue at a random point in time.

3.1 LAS-fixed(k) Model
In the LAS-fixed(k) policy, each packet in a class 1 (priority)

flow has priority equal to the 	 th packet in a class 2 flow, where	 is a parameter of the policy. The motivation for this policy is



to provide the same average delay in the bottleneck link queue for
each packet in a class 1 flow. Clearly flows that are shorter than

� 	
would receive lower average priority as class 1 flows than as class
2 flows. Thus, we anticipate that only flows longer than

� 	 would
select class 1.

We first derive the average flow transfer time for the first ��� 	
packets in an ordinary class 2 flow, ��� � � � . These packets do not see
any interference from class 1 flows. Thus, the average flow transfer
time is given by the time in a single-class LAS system that serves
only class 2 flows that are truncated at size 	 �  . Expressed in
units of the time to transmit a packet on the bottleneck link,

� � � �����
� ��� � � �
 � � ��� � � ����	�� (4)

where, � ��� � is the load due to class 2 flows with service require-
ments less than � , and

� ��� � , is the corresponding average number
of backlogged class 2 packets, is given as

� ��� � � � � � ���� �� �  � � ��� � � (5)

with � ���� � is defined similarly to Equation (1):

� ���� ��� �
�
�  ��� � � �  ��� � � � �� � ��� � (6)

For a priority class 1 flow, let �
	 � � ��� � �  denote the average
time between when packets � �  and � complete service at the bot-
tleneck link. We can express ��	 � � � , the average total flow transfer
time for the first � packets in a class 1 flow, as follows:

� 	 � � � � � 	 � � �  � � � 	 � � � � (7)

Similarly, the average transfer time for an ordinary class 2 flow of
size 	 is given by

��� � 	�� � ��� � 	 �  � � �� � 	�� � (8)

To derive expressions for ��	 �  � , ��	 � � � , and �� � 	�� , we need the
following two quantities: 	 	 , the average size of the priority flows
not including the first packet in the flow:

	 	 � � 	 � � 	 �  ��� (9)

and �
	 , the average service time of class 1 packets that have se-
quence number greater than 1:

� 	 �
������ � � 	 � � �  ���  � � 	 � � ���

� 	 �  � (10)

The average time for the first packet in a class 1 flow to complete
service at the bottleneck link, � 	 �  � , expressed in units of the time
to transmit a (fixed size) packet on the bottleneck link and assuming
the packet arrives at a random point in time, is given by

� 	 �  � � ����� � � � � � � � �� � 	 � � � � 	 � � � 	 � 	 �  � �� 	 	 	 �
	 � � � � ��	 �  � �  � � ��� � � � �  � (11)

The first two terms in the above sum are the the average number
of backlogged class 2 packets that have sequence number less than	 and equal to 	 , respectively. The third and fourth terms are the
average number of backlogged class 1 packets that have sequence
number equal to 1 and sequence number greater than 1, respec-
tively. (Recall that all of these class 1 packets have equal priority	 .) The fifth term is the average number of class 2 packets with
sequence number less than 	 that arrive while the first packet in a
class 1 flow is waiting in the queue. Finally, the last term represents
the transmission time of the first packet in the class 1 flow.

Let the time between when packets � �  and � in a class 1 flow
complete service at the bottleneck link be the time during which
packet � is the next packet in the flow to be transmitted on the link.
This time has average value �
	 � � ��� � �  , given in units of a packet
transmission time on the link as follows,

� 	 � � � � � 	 � 	 � 	 � � �  � � � � � �� � 	�� � 	 � � �  ���� � � �
	 � � � �  � � � � � �  � � �  � (12)

The first two terms in the above sum are the average number of
class 1 priority packets, and the average number of ordinary pack-
ets with sequence number � � 	 , respectively, that arrive after
packet � � �

is transmitted on the bottleneck link and before the
transmission of packet � �  is complete. These packets will be
transmitted on the link after packet � �  is transmitted and before
packet � is transmitted. The third term in the above sum is the av-
erage number of class 2 packets with sequence number less than	 that arrive while packet � in a class 1 flow is the next packet in
the flow to be transmitted on the bottleneck link. Finally, the fourth
term represents the transmission time of packet � in the class 1 flow.

To derive the average time between when packet 	 �  and packet	 in a class 2 flow are transmitted on the bottleneck link, � � � 	 � ,
we assume the first packet of the class 2 flow arrives at a random
point in time. Note that the priority 	 packets from class 1 and
class 2 that are in the queue when the first packet in the class 2 flow
arrives, are still in the queue when the 	 �  st packet completes
its transmission, assuming the flow continuously has at least one
packet in the queue. The average backlog, estimated by the first
three terms in the sum below, is summed together with the priority	 packets that arrive from other flows during the time to transmit
the first 	 �  packets in the class 2 flow, which are the next two
terms in the sum below, to obtain the total number of priority 	
packets from other flows that must be transmitted after the class 2
packet with sequence number 	 �  , and before the class 2 packet
with sequence number 	 . Thus,

� � � 	�� � � 	 � 	 �  � � � 	 	 	 � 	 � � � � �� � 	 � � � � 	 � �� � 	 � 	 � � � � �� � 	 ��� ��� � 	 �  � �� � � � � 	 � � � � � �  � (13)

Note that the last two terms in the above sum are the average
number of class 2 packets with sequence number less than 	 that
arrive while packet 	 in a class 2 flow is the next packet in the flow
to be transmitted on the bottleneck link, and the time to transmit
packet 	 in the class 2 flow, respectively.

Finally, we derive the average transfer time for class 2 flows with
size � ��	 ,

��� � ������� � � � � � ��� � ��� � ��� � � � 	 ��� � ��� � 	 � � ��� ��	�� (14)

where � � � is the average backlog, at a random point in time, of all
packets from class 1 and class 2 flows that have priority less than� , given by

� � � � � � 
 � �	 � �  � 
 � � ���� � �� �  � � � 
 � 	 � �  � 
 � � ��� � � � � (15)

3.2 LAS-linear(k) Model
The LAS-fixed(k) policy has the key property that each packet in

a priority class 1 flow has the same expected delay in the bottleneck
queue. However, this policy also has the drawback that all pack-
ets in the priority flows have higher priority than ordinary class 2
packets that have sequence number greater than 	 . Thus, depend-
ing on the fraction of flows that are identified as priority class 1
flows, and the distribution of class 1 flow sizes, class 2 flows that



are longer than 	 may have high expected total transfer time. The
LAS-fixed(k) model can be used to explore the quantitative impact
of the workload parameters on the average flow and packet trans-
fer times. In this section we develop an alternative differentiated
service policy.

LAS and LAS-fixed(k) represent two extremes in the growth
rate of the priority function,

��� ��� , for class 1 packets, namely��� � � � � , and
��� ��� � 	 . Here we consider an intermediate

policy, namely the LAS-linear(k) policy in which
��� ��� � ����	 .

Figure 1 illustrates this priority function, which grows more slowly
for larger values of 	 .

To compute the mean flow transfer times for class 1 priority
flows and class 2 ordinary flows we first need to compute the mo-
ments of the flow size distribution for flows that interfere with a
class 1 flow of size � . An arriving priority flow that requires �
units of service in a LAS-linear scheduler will be delayed by other
priority flows that have received less than � units of service and
by ordinary flows that have received less than � ��	 units of service.
The moments of the flow size distribution for priority flows trun-
cated at � and ordinary flows truncated at ����	 , are given by

� �
x,linear(k)

� 
 ������ 	 � �  � 
 � � ���� � � � � (16)

where � ���� � �  � � � 	 is defined in equations 6. The bottleneck link
load for these flows, � x,linear(k)

�	� �
x,linear(k).

To compute the mean transfer time for a priority class 1 flow of
size � , ��	 � � � , we note that the flow size defines which packets from
other flows will delay the flow, and otherwise the packet queue is a
single-class LAS queue. Thus,

� 	 � � � ����� � � �����
� ��� � � ����� ��� ��	 � ��  � � ��� � � ����� ��� ��	 � � (17)

where

� ��� � � ����� � � � � ���� � � ����� �� �  � � ��� � � ����� � � (18)

An ordinary class 2 flow of size � will have a sequence of prior-
ities for each of its packets that corresponds with the sequence of
packet priorities in a class 1 flow of size 	 � . Thus,

� � � � � �
��� � � �����
� � ��� � � �
��� ��� ��	 � ��  � � � ��� � � �
��� � � � (19)

3.3 LAS-log Model
The LAS-linear(k) policy provides a slower decrease in consecu-

tive packet priority for class 1 flows than the single-class LAS pol-
icy, but the decrease still as the same form, namely linear. Initial
results from the model for LAS-linear(k) showed that later packets
in the long class 1 flows have high expected delay in the bottleneck
queue for workloads of interest. This illustrates the use of the mod-
els to quickly assess the properties of policy performance. We thus
propose the LAS-log(k) policy, which has a much slower growth of
the packet priority function,

��� ��� , as illustrated in Figure 1.
A high priority flow that requires � service units under LAS-log

is preempted by all high priority flows that have received less than� units of service and all ordinary class 2 flows that have received
less than

������ � ��� � � �
��	

units of service. The moments of the distri-
bution of flow sizes for priority and ordinary flows truncated at �
and

������ � ��� � � �
��	

, respectively, are given by

� ���� � ��� � 
 � ���� 	 � �  � 
 � � � � � ����� � 	 ��� � � � (20)

We define the load that these flows place on the bottleneck link ,� ��� log
�	� � ���

log.

Since this policy is similar to LAS-linear(k) except for the prior-
ity function, the equations for � 	 � � ��� � ��	 and

� ��� � ��� � ��	 are the same
as the corresponding equations for the LAS-linear(k) policy, with
subscripts ”linear” replaced by ”log”. The equation for � � � � ��� � ��	 is
the same as the corresponding equation for the LAS-linear(k) pol-
icy, with the same subscript replacement and with the subscript 	 �
replaced by

� � �
.

3.4 LAS-fixed(k) Model: UDP Priority Flows
The above models were developed assuming that both the prior-

ity class 1 flows and the ordinary class 2 flows are TCP flows. A
key feature of such flows is that most of the time there is a window
of packets in flight from the source. Another key workload of in-
terest is one in which the priority flows are long-lived UDP media
streams, in which the sending of packets is paced because the client
is displaying the media stream as it arrives. Media streaming can
alternatively be performed using TCP, but scalable streaming proto-
cols benefit from the slower pacing under UDP, since more clients
can share later portions of the stream if the data is not downloaded
too quickly.

In this section, we consider the case that each class 1 priority
flow is a UDP stream that sends a packet every 	 units of time,
where the unit of time is the time to transfer one packet on the
bottleneck link. In this case, ��	 � � ���
� � 	 .

We illustrate that the models can be modified to compute the av-
erage transfer time as a function of flow size for ordinary class 2
flows, by showing how this is done for the LAS-fixed(k) policy.
Specifically, the first two terms in equation (13), estimate the av-
erage number of priority packets in the queue at a random point in
time. These terms are replaced by

�
� � 	 � UDP, where � 	 � UDP is the

mean transmission time for a class 1 UDP packet. Thus,

� � � 	 � �  	 �
	 � UDP
� 	 � � � � � �� � 	�� �� � 	�� �

�  	 � � � � �� � 	 ��� ��� � 	 �  � �� ���� � 	�� � � � � �  � (21)

To compute �
	 � UDP, we estimate the average number of class 2
and class 1 packets in the queue when the UDP packet arrives (first
three terms in the sum below), and the average number of ordinary
class 2 packets with sequence number less than 	 that arrive while
the UDP packet is in the queue (the fourth term below), to obtain

� 	 � UDP
� ����� � � � � � � � �� � 	 � � � � 	 � �  	 � 	 � UDP��� � � � 	 � UDP

�  � � ��� � � � �  � (22)

As in the LAS-fixed(k) model for TCP class 1 flows, � � � 	 �  � ���� � 	�� � �� � 	�� and ��� � ��� for � ��	 is as given in equation (14).

4. MODEL VALIDATIONS

4.1 Methodology
To validate the analytical models we implement the scheduling

policies for network links in the network simulator ns2 [14]. In
the validation experiments, we use the dumbbell topology shown
in Figure 2, where C1-CN are clients that each simulate a series of
Web sessions. Source is a UDP source sending a priority flow to the
destination Sink, which is only used in the validation of the LAS-
fixed(k) model for UDP priority flows. The bottleneck link in the
network topology is R1–R0. Note that the total one-way end-to-end
propagation delay between client and server is 50 milliseconds.

During each Web session, the client requests a series of Web
pages, each containing several objects from a randomly chosen



pages/session objs/page inter-session inter-page inter-obj obj size
time (sec) time (sec) time (sec) (packets)

Exp(60) Exp(3) Exp(8) Exp(5) Exp(0.5) P(1,1.2,12)

Table 1: Web traffic profile ( � � � �  ��� � denotes the exponential distribution with mean  ��� )

R1R0

C3

C2

C1

S2

S3

S1

    Sink

3Mbps, 30ms

CN SN

Source

10Mbps, 10ms10Mbps, 10ms

Figure 2: Simulated network topology

server in the pool S1-SN of servers. This Web model was first
introduced by Feldmann et al. [7]. The simulated Web traffic is
specified by setting the distributions of inter-session, inter-page and
inter-object time (all in seconds), session size (in web pages), page
size (in objects) and object size (in packets) as illustrated in Table
1. The particular combination of parameters in the table will result
in a total load � on the bottleneck link of � �  � ��� . To vary the
load, we adjust the mean inter-session time. The transfer of each
object creates a new TCP flow. For this reason, object size and flow
size are the same, and we use both terms interchangeably. The ob-
ject sizes are Pareto distributed, denoted as

����� �	� ��
��� , where
�

is
the minimum possible object size, � is the shape parameter, and 
�
is the mean object size. The Pareto distribution has a high variance
and a sub-exponential tail, and models flow size distributions that
have been observed in the Internet [13, 18, 6].

Using the simulator, we can obtain performance measures such
as the mean transfer time as a function of flow size, mean packet
transfer time as a function of position in the flow, packet loss rate,
and jitter in the inter-packet arrival times at the client. Simulations
are run for 6000 seconds and the data is collected after a warm
up period of 2000 seconds. We compare the results obtained from
simulation with the analytical results for mean flow transfer time as
a function of flow size. If the results are in agreement, we consider
the analytical model (and the simulator) validated. The validated
analytical model for a particular scheduling policy can then be used
to evaluate the performance of the policy.

4.2 A Note on the Workload Model
The ns Web workload generator we used to validate our ana-

lytic models has been used extensively [7]. The validation of our
flow level models using this workload generator revealed that the
choice of the workload model input parameter must be done care-
fully. Otherwise, while achieving a target load e.g. � �  � � , the
generated workload may include some unrealistic long overload pe-
riods. The starting point of this finding was an initial discrepancy
we observed between analytic and simulation results for average
flow transfer times. The discrepancy was originally detected for
heavy tailed flow sizes, in which both simulation and analytic re-
sults appeared plausible. We then simplified the flow size distribu-
tion to the exponential distribution to help determine which results
might be in error. The curves for exponential flow sizes immedi-
ately indicated that the simulation results would not be expected in
practice. (e.g., an average flow transfer time of more than 25 sec
for flows with less than 100 packets).

A closer examination of the number of timeouts and other mea-
sures in the ns2 simulations showed that the ns2 workload genera-
tor was generating an unrealistic number of parallel flows during
particular periods in the simulation. The reason behind this is that
some parameters of the workload model (arrival rate of sessions,
number of pages per session, number of object per page and av-
erage object size) control the average (macroscopic) load on the
bottleneck link while other parameters (inter-page and inter-object
times) control the microscopic load of the model. If the latter are
set to too large values (e.g., inter-page time of 10 seconds, as has
been used in the previous literature), sessions overlap unrealisti-
cally, which generates transient yet long high overload periods. The
use of a better combination of parameter values for the workload
generator, as given in the table, gave results that agree with the an-
alytic model .
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Figure 3: Validation of FCFS model, load � �  � ��� , loss rate =
1.2%

4.3 FCFS Model Validation
Figure 3 presents the mean flow transfer time versus flow size

for both the analytical model of the dumbbell topology with FCFS
link scheduling, and its corresponding ns simulation. The results
demonstrate that the analytic model of the FCFS router has very
good overall agreement with the ns2 simulation estimates. The
mean flow transfer time is slightly underestimated for flow of size
less than 100 packets (as anticipated in Section 2.2). The aver-
age transfer time is perhaps also slightly overestimated for flows
of size larger than 10,000 packets. However, the simulation with
Pareto flow sizes needs to be run for a very long time to get accurate
measures of mean transfer time for flows larger than 100 packets.
The overall agreement between analytic and simulation estimates
is excellent, and the small discrepancy for short flows can easily
be taken into account when comparing analytic results for FCFS
against results for other policies.

4.4 LAS Model Validation
To validate the analytical model for the LAS link scheduler, we

considered system workloads that have various values of link load,
loss rate, and flow size distribution. In each figure we plot the mean
transfer time versus flow size obtained from the analytic model as
well as from the simulation of the TCP flows in the Web workload.
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Figure 4: Validation of LAS model, load � �
 � ��� , loss = 1.2%

Figure 4 shows validation results for load � �  � ��� and loss rate
1.2%. We observe a near perfect agreement between the analytic
model and the simulation.
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Figure 5: Mean transfer time validation for load � �  � ��� and
loss rate = ��� ���

It is well known that the throughput of the commonly deployed
TCP protocols (e.g., TCP Reno) is inversely proportional to the
square root of the loss rate [16]. Thus, an increase in loss rate will
reduce the throughput and increase the average flow transfer time.
The analytic models presented in Sections 2 and 3 do not consider
the impact of packet loss, and thus will underestimate the mean
flow transfer time when packet loss is significantly higher than 1%.
This is illustrated in Figure 5, which shows the mean transfer time
results in a system with LAS scheduling and loss rate of 3.6%.
There is good agreement between the analytic and simulation re-
sults for small flow sizes, since packets in the short flows have a
high priority under LAS and are rarely lost. Most of the loss is ex-
perienced by the long flows, which have mean transfer time higher
than predicted by the analytic model. The analytic models can eas-
ily be extended to include the impact of packet loss on the mean
flow transfer time, using a variation on the techniques in [21], but
such extensions are beyond the scope of this paper.

Extending of the analytic models to include the impact of packet
loss is is

4.5 LAS-fixed(k) Model Validation
In the validations of the differentiated LAS policies, unless oth-

erwise stated, the priority flows are a random 10% of the Web TCP
flows (i.e., 
 �  �  ), and thus comprise 10% of the total load on
the bottleneck link. For validating the LAS-fixed(k) model for UDP
priority flows, the priority flow is a single long-lived UDP flow that
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Figure 6: Mean transfer time validation for LAS-fixed(k) TCP;� �
 � ��� , loss rate =  � � � , and 
 �
 �  
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Figure 7: Mean transfer time validation for LAS-fixed(k) UDP;
load � �
 � ��� , loss rate =  � � � , and 
 �  �  

sends packets at a constant bit rate during the entire simulation. The
rate of the flow is chosen such that it contributes 10% of the total
load.

Figure 6 shows the validation results for LAS-fixed(k), with 	 ����
and TCP priority flows. We observe that the simulation validates

the model. Similarly, Figure 7 shows the results for ordinary TCP
flows when 	 � ���

and the priority flow is the UDP flow. Observe
again that the analytic mean flow transfer time as a function of flow
size for the ordinary flows is in excellent agreement with the sim-
ulation results. Note also that the mean total transfer time of the
priority flow is not validated, since the priority flow is at fixed rate
and is active during the entire simulation.
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(a) Ordinary flows, 	 � �
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Figure 8: Mean transfer time validation for LAS-linear; load � � � ��� , loss rate= 1.2%, and 
 �
 �  .
4.6 LAS-linear(k) Model Validation

Figures 8(a) and (b) show the mean transfer time as a function of
flow size for ordinary and priority flows, respectively. The simula-
tion results and analytical estimates are in excellent agreement. We
have observed the same level of agreement for other values of 	 .

4.7 LAS-log(k) Model Validation
Figures 9 and 10 show the mean flow transfer time as a function

of the flow size under LAS-log(k), for 	 �  � � and 	
� �
, re-

spectively. For 	 �  � � , the simulation results and the analytical
estimates are in excellent agreement. For 	 � �

the mean transfer
times of low priority flows differ slightly. However, the analysis
and simulation results are in good agreement for 	 � �

; in particu-
lar, both results exhibit the significant increase in transfer time for
the ordinary flows of size 3 as compared to ordinary flows of size 2.
Note that while ordinary flows of size 2 need to share the link with
priority flows up to size

� �
�
�  � , ordinary flows of size 3 need to

share the link with priority flows up to size
���

�
� ��� .

In summary, in this section we have validated the analytical mod-
els of the FCFC, LAS, and differentiated LAS policies for a Web
traffic profile with Pareto distributed object sizes. We presented
representative results for particular values of 	 and 
 ; we have also
obtained similar validation results for other parameter values and
for exponentially distributed object sizes, for all policies. Given
these validations, the analytical models can be used to evaluate the
performance of LAS and differentiated LAS policies for flows that
share a bottleneck link (e.g., at the edge of the network) and expe-
rience little other contention in the network. We apply the models
in this way in the next section.
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Figure 9: Mean transfer time validation for LAS-log; load � � � ��� , loss rate =  � � � , and 
 �
 �  .

Extensions of the analytic models for multiple points of con-
tention are possible, but are outside the scope of this paper. We
note that simulations of topologies that have multiple bottleneck
links are quite complex to specify and very time-consuming to run,
so analytic models for such networks could be quite advantageous.

5. POLICY COMPARISONS
In differentiated LAS scheduling, ordinary flows have packet pri-

orities equal to the position of the packet in the flow, whereas pri-
ority flows have packet priorities determined by a priority function��� ��� , where � is the position in the flow. Since

��� ��� � � , for each
of the differentiated service policies, an ordinary flow with attained
service � will experience equal interference from other ordinary
flows and greater interference from the priority flows than in the
single-class LAS system. Conversely, a priority flow with attained
service � will experience equal interference due to other priority
flows but less interference from ordinary flows in the differentiated
LAS policy as compared with the single-class LAS system. In this
section we provide results on the quantitative impact of the prior-
ity functions on mean flow transfer times, packet loss, and packet
jitter.

5.1 Mean Flow Transfer Time
Figure 11 plots, for LAS and each differentiated LAS policy, the

ratio with the mean flow transfer time under the policy to the av-
erage flow transfer time under FCFS, versus flow size. The results
are shown for a system with load � �  � � and 30% of the flows
having priority ( 
 �  �  ). Compared with LAS, the LAS-fixed(k)
policy with 	��  � provides the best performance for the (large)
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Figure 10: Mean transfer time validation for LAS-log; load � � � ��� , loss rate =  � � � , and 
 �
 �  .

priority flows, but at a significant performance penalty for ordinary
flows larger than 	 . The LAS-linear(k) with 	�� �

achieves better
performance than LAS for large priority flows, and similar perfor-
mance for all other flows. The LAS-log(k) policy with 	��  � �
achieves better performance than LAS-linear(k) for large priority
flow, with some performance penalty for moderate-size ordinary
flows.

Figures 12(a) and (b) show the impact of a varying percentage
of priority flows on the average transfer time of ordinary flows of
size less than 100 or 200 packets, respectively. For ordinary flows
of size less than or equal to    , the transfer time under LAS-linear� 	 � � � and LAS-log

� 	��  � � � increases as the percentage of
priority flows increases. However, for LAS-fixed

� 	
�  � � the
priority flows do not interfere with the ordinary flows of size less
than 100. Therefore, as the percentage of priority flows increases,
the traffic volume due to ordinary flows of size less than  � de-
creases, and thus the mean transfer time for short ordinary flows
also decreases. The analytical results in this section are obtained
using Bounded Pareto flow size distribution with � ����� � � � � � with� �  , �
�  � � � , and

� �  �� . The mean of the distribution is
12.

For ordinary flows of size less than or equal to
� � , the aver-

age transfer time increases as the percentage of priority flows in-
creases, for all of the differentiated service policies. For LAS-fixed� 	��    � , the increase is most pronounced, since all packets from
priority flows will have priority over packets from ordinary flows
that have attained a service of at least  � . On the other hand, the
increase is modest for the LAS-linear( 	 � �

) policy, and moderate
for the LAS-log( 	 �  � � ) policy if 
 �� � � .
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Figure 11: Policy Performance Comparisons: Ratio of Mean
Flow Transfer Time for Policy P to FCFS ( 
 �
 �  , � �
 � � ).

Figure 13 shows the evolution of the average transmission time
for each bin 100 packets in a priority flow of size   � packets
( � � 
 � ) for We compute the average transmission time for the 
 th
block of  � packets as:

� � 
 � � � 	 � � �  � 
 ��� � 	 � � �    � 
 �  ��� (23)

where ��	 � � � � � denotes the average transfer time of the first � pack-
ets in the priority flow under policy

�
, and � 	 � � �  � �  . For

FCFS and LAS-fixed
� 	
�    � , the average transmission time

per block is constant, as all packets have the same priority. How-
ever, the transfer time under LAS-fixed

� 	 �    � is much lower
than for FCFS. For the other LAS-based policies, the priority of
the packets decreases with increasing packet number, and therefore
the interference due to packets from ordinary flows will increase.
As a consequence, the average transfer time for the block increases
as the flow progresses. We note that, for LAS-log

� 	 �  � � � , the
decrease in priority occurs very slowly and the average interpacket
jitter increases very slowly.

5.2 Packet Loss
Figure 14 shows simulation results for the packet loss rate of

ordinary and priority TCP flows under LAS-log and LAS-linear as
a function of normalized values 	 � min

� 	�� , where min
� 	 � �  � �

for LAS-log and min
� 	 ��� ���

for LAS-linear.
We observe that priority flows see their loss rate reduced by more

than one order of magnitude. For LAS-log the reduction in loss
rate for priority flows is higher than for LAS-linear as large flows
see their priority decrease much more slowly under LAS-log than
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Figure 12: Average transfer time of ordinary flows as a function
of priority jobs 
 ; load � �  � � .
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Figure 13: Average transmission time � � 
 � for blocks of 100
packets.

LAS-linear (c.f. Figure 1). Increasing the 	 helps for both policies
to further reduce the loss rate of priority flows

Figure 15 shows for LAS-fixed(k) the packet loss rate for priority
and ordinary Web TCP and UDP constant bit rate flows. As already
observed for LAS-log and LAS-linear, the loss rate of priority flows
is reduced by more than one order of magnitude. While the loss
rate for priority TCP flows is fairly insensitive to the choice of 	 ,
this is not the case for the UDP flow. This difference is due to
the underlying transmission protocol: When experiencing packet
loss, a TCP sources reduces its sending rates. The UDP source that
transmits packets at a constant bit rate and does not adapt its rate.
As the value of 	 is increased the priority UDP flow will see more
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interference due to the packets from ordinary flows.

10
2

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

K 

P
ac

ke
t l

os
s 

ra
te

UDP
TCP

Ordinary flows 

Priority flows
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5.3 Jitter in a Priority UDP Flow
We use simulation to study the jitter experienced by a long-lived

UDP under plain LAS and under differentiated LAS scheduling,
where the UDP flow is treated as priority flow. The UDP flow sends
packets from source to sink at a constant rate of 128 Kbps until the
simulation terminates.

Figure 16 shows the average jitter of received packets, which
are grouped in non-overlapping windows of 100 sent packets each.
We observe that the LAS scheduling has the highest average jit-
ter among the three policies and LAS-log has the lowest average
jitter. This is to be expected since for 	 � �

, the priority of
the packet at position 64000 in the UDP flow under the LAS-log
policy is

������ � � � � �  ��� ��� ��� � . The priority value of the UDP
flow is constant at

���
for the LAS-fixed(k). Under LAS, simula-

tion results (omitted) show that the priority UDP flow experiences
temporary loss rates up to   � or more, while the flow does not
experience any appreciable packet loss under either LAS-log and
LAS-fixed(k).

6. CONCLUSION AND OPEN ISSUES
LAS scheduling for jobs has been known for over thirty years.

This paper is the first to study how variants of LAS scheduling in
edge routers can improve the performance of TCP and UDP flows.
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While LAS significantly reduces the mean transmission time and
loss rate of short flows, it also increases the loss rate and average
packet transmission time of the later packets in long flows. To re-
duce this performance penalty, we have developed several alterna-
tive differentiated LAS scheduling scheduling policies that provide
service differentiation for flows that require improved performance.
For these policies, we have developed analytical models that esti-
mate the mean flow transfer time as accurately as an ns2 simulation,
for the dumbbell topology with loss rate below 2%. Advantages of
the accurate analytic models include their efficiency for policy per-
formance comparisons over a wide range of system configurations
and workloads, the ease of obtaining measures such as the average
packet transmission time as a function of position in the flow, and
the insights into which system features have principal impact on
observed performance.

Among the alternative differentiated LAS scheduling policies,
the LAS-log policy significantly improves the performance of pri-
ority flows while having a small impact on the performance of the
ordinary flows.

Future work includes extending the analytic models to estimate
loss rate for a given workload specification, and to accurately esti-
mate the average flow transfer time for moderate loss rates.

Another topic for future work is to explore where in the net-
work to deploy LAS. The deployment of a new scheduling policy
in routers faces many obstacles, and wide deployment may be an
elusive goal. Instead, a limited deployment of LAS in routers at
well identified bottlenecks has the potential to reap most of the ben-
efit. Such bottlenecks are often the access links, edge links, or at
the transition from the wired to the wireless Internet.
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