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ABSTRACT

TDMA based MAC protocols can provide a very good utilization
of the shared radio resources, especially at high input loads, in syn-
chronized mobile ad hoc networks (MANETS). Global positioning
systemslike GPS or GALLILEO should provide a very good tim-
ing accuracy for synchronization of nodes. This paper presents a
medium access protocol for mobile ad hoc networks, called CRO-
MA (Collision-free Receiver-Oriented MAC). It operatesin aslot-
ted environment, in a dynamic and distributed way. In this proto-
col, receivers act as local base stations on agiven slot. This paper
gives a particular focus on the multislot communications feature
of the protocol, which is described in details and analyzed through
simulationsin achallenging multihop situation. Moreover, an ana-
lytical study of CROMA in afully-connected network is provided.

1. INTRODUCTION

In this paper, we pay special attention to the medium access
control (MAC) sub-layer of MANETS. It hasalot of impact
on the system performance and itsdesignisavery challeng-
ing issue. In the literature two categories of schemes have
been proposed: (1) the contention based schemes; (2) the
conflict-free schemes.

In the contention based protocols, the channd has to be
acquired by the nodesfor each packet to be transmitted. Ex-
amples of contention based schemes are CSMA/CA, MACA
[1], MACAW [2], FAMA [3], IEEE 802.11 [4].

On the other hand, conflict-free protocols allow the re-
servation of the channel for a certain amount of time or data
and transmissions are conflict-free. TDMA scheduling may
be preferred for networks with heavy load, carrying mixed
traffic and realizing sophisticated functionsat higher layers.

Unfortunately, most of the scheduling problemsare NP-
complete[5]. Consequently, MAC designers have focussed
on sub-optimal, dynamic and decentralized sol utionsfor the
dlot assignment problem.

The necessity to address the problem of mobility, topol -
ogy changes, and scalahility, gives rise to a family of pro-

tocols where the reservation of the dotsis done via a ran-
dom access, most of thetime ahandshaking, combined with
acarier sensing mechanism [6, 7]. The protocol proposed
in this paper comes within thisfamily of protocols. It tries
to make use of the advantages of the contention based pro-
tocolsto a s otted environment in order to increase their ffi-
ciency. Inparticular, theaim of CROMA isto achieveahigh
dot utilization, thanksto an original reservation and polling
scheme.

2. PROTOCOL DESCRIPTION

In CROMA, timeisdivided into frames, each of themisdi-
vided into afixed number L of time-sots, further dividedin
three mini-dots (see Fig.1) [8]. Each dot can be temporar-
ily and locally attributed to the receiver of acommunication
link depending on topology changes and traffic patterns.
When areceiver isoccupying asot, itisallowed to poll sev-
eral senders among its neighbors. The number of current
communicationsfor each slot ishowever limited by the pro-
tocol to a pre-defined value K.

The polling packet, called RTR for Ready-To-Receive
and sent by thereceiver, isused toreserve the channel andto
inviteasender to send adatapacket. Inthat sense, CROMA
isareceiver-oriented protocol sinceadotintheframeisas-
sociated to asinglereceiver.

CROMA doesn't rely on a traffic prediction algorithm
at therecelver. Indeed, a requesting node has to reserve re-
sources at itsintended receiver during a random access pha
se. Thereservation processisdoneby sending aREQ packet
duringthefirst mini-sot of thedot. Thisreservationisneed-
ed only at the beginning of a packet train. After the reser-
vation, the REQ mini-dot is free in successives frames for
other reservations. When areceiver has no longer traffic to
poll, communicationsare released and theslot isfreefor an-
other receiver [8].

At last, CROMA has a multislot communications fea-
ture. Whenitisactivated, acommunication can be split over



severa dots. Thisalowsa better utilization of dl the dots
of the frame.

Each data packet includesa “buffer status” field that in-
dicateswhether the sender’ sbuffer exceeds apre-defined va-
lue, MS THRESH. If itisthe case, the recelver isre-
guested for finding afree dot in the frame in order to split
the communication. Thus, two or several dotsin theframe
can be attributed to a single sender-receiver pair.

For anew dot, thereceiver has not priority. Indeed, if it
has chosen afree ot and receives or senses apacket during
the REQ phase of thisdot, it refrained from sending aRTR.
With this algorithm, new communications that are initiated
by REQ packets have priority on already running communi-
cationsthat request anew slot.

Fig.2 shows an example of splitting. On the left hand
side, areservation is done by the sender on slot ¢, the buffer
statusfield is set to 0. On theright hand side, the buffer ex-
ceeds the threshold, “buffer status’ isset to 1. Slot j is at-
tributed to the receiver until the end of the communication
on this slot. Acknowledgement is done thanks to sequence
numbersincluded in RTR and DATA packets.
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Fig. 1. Frame structure of CROMA
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Fig. 2. Example of multi-dot communication.

3. ANALYTICAL STUDY

First of al, we describe our anaytica model for the dotted
MAC protocol CROMA. For the sake of simplicity a sim-
ple version of the protocol is analyzed with restrictive fea
tures. From thismodel will be derived the slot utilization of
CROMA as a function of the probability p to send a REQ
for a given source-destination pair. Let's enumerate the hy-
pothesisof our model (proposedin[9]) for afully connected
network of IV synchronized nodes and L dots per frame.

1. the maximum number of connectionsonasdotis K,
i.e, whenareceiver isaready polling K different sen-
derson aslot, no new REQ isallowed;

2. areceiver can only be associated with asingle slot.

3. thetraffic between any two nodess and d isaON/OFF
traffic;

4. the ON periods are modeled by bursts of packets fol -
lowing ageometrical distribution. Thelength of ames-
sage followsageometrical law with parameter 4.

5. the OFF periodsare modeled by a geometrical distri-
bution. If asource s doesn’t communicate with ades-
tination d, thereisa probability p that s wantsto com-
municate with d at the next frame;

The system is described by the number of parallel connec-
tionson the dotsat the end of the frame, (ao, a1, ..., ap—1).
Let'sconsider adot 7 occupied by thereceiver d. The prob-
ability of a successful reservationis:

N_l_i —1—a;)—
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Now the probability that amessage isendingis: 1 — ¢. We
can now derivethe transition probabilitiesfor dot ::

P(ai — a; + 1) = 91'(] (2)
Pla;—a;) = 6:(1—q)+q(l—06;) 3
P(a; — a; — 1) (1-6:)(1-4¢q) 4

Let'snow consider afree sloti. There are
S= 1{a;>0} Ooccupied dotsin the frame. The prob-
ability that a sender s has n REQ for the N — S possible
receiversis

N-S

n
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if s a'so belongsto the S receivers, and

N-S5-1

py = (VTS a9

otherwise. Thus, the probability that s has n requestsis:
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Now, the probability that s sendsa REQ on thefreedot: is:

5= 1:2;:15 min (Li—S 1) p(n) . ®



At last, there are V possible senders like s, so the tran-
sitions probabilitiesfor ; are:

(V)o@
1= P(0— 1) (10)

P(0— 1)

P(0—0) =

Let'sat last consider afull slot. The transition probabil-
itiesare obvious: P(K — K) = 6;(1 — ¢) + ¢(1 — 6;)
P(K - K—-1)=1-P(K — K).

The steady state equations 7 = 7P are solved using any
numerical method, e.g., theiterativemethod of Gauss-Seidel
[1Q]. Fig.3 showsthe dot utilization of CROMA as a func-
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Fig. 3. Slot utilizationvs. inputload, L=3, N=5,K =3

tionof p for different average message lengths. Analysisand
simul ations(dotted lines) are compared and thefigure shows
a good adequation of the two methods.

4. MULTISLOT COMMUNICATIONS

In this section, we provide simulation results and compare
the performances of CROMA with those of the standard
|EEE 802.11 (DCF mode) and we show the influence of the
multislot communi cations capability of CROMA.

Table 1. Simulation Parameter Values

| Parameter | Value |
DATA Packet size | 512 bytes
K 3
PHY DataRate 2 Mbps
ON distribution Exponential
OFF distribution Exponential
Peak Rate 256 Kbps
Mean OFF time 05s

4.1. Influence of the framelength

We consider a challenging topol ogy shown on Fig.4 and of -
ten used in the literature [3]. Four end-to-end communica
tionsare running in parale:0-1-2-3, 0-5-2-7, 7-6-5-4, and
3-6-1-4. Simulationshave been done usingns2 withan ON /
OFF traffic (Tab.1). Fig.5 showsthethroughput of CROMA

Fig. 4. A mulithop topology, the “ squares topology”

as afunction of theinput load for different values of L, and
without the multisl ot communicationsfeature (thethreshold
isinfinite). Itisclear that CROMA outperforms| EEE 802.11
inal cases. However, the performance of CROMA isvery
dependent on the frame length when the multislot commu-
nicationsfeature is not activated.
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Fig. 5. Throughput vs. input load, squares topol ogy

4.2. Network Throughput

Let us look at the influence of the multisiot feature on the
network performance when the number of slotsin theframe
islow,eg. L = 3.

Fig.6 showstheinfluenceof M .S_T'H RES H onthenet-
work throughput. It isclear that the feature has no influence
inthiscase. The maximum throughput reaches approximatly
475 K bps and CROMA clearly outperforms | EEE 802.11.

Thiseffect is easily understandable. At high input load,
al communications indeed share a few number of slots so
that theframeisawaysfully occupied. Inthiscase, thereare



no dot left for multislot communications. Moreover, mul-
tislot communications have not priority over new commu-
nications so that they have no chance to appear. As acon-
sequence, whatever M S_THRESH is, the multislot com-
municationsfeature has no influence. The effect isdifferent
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Fig. 6. Throughput vs. input load, influence of
MS_ THRESH, squarestopology, I = 3

when the number of dotsincreases. Fig.7 shows the perfor-
mance of CROMA I = 8. Assoon asthe multislot capabil-
ity isactivated, aclear increase of the maximum achievable
throughput is observed (about 100 K bps).

With the given topology, 7. = 8 isnot an optimal choice
if themultisl ot capability isnot activated. Inthiscase, oneor
two slots are aways free because each communication has
its own slot and cannot use severa dots, resultingin aloss
in capacity. With the new feature, al slotsare used for data
transmissions. However, the effective value of thethreshold
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Fig. 7. Throughput vs. input load, influence of
MS_ THRESH, squarestopology, I = 8

haslittleimpact onthe maximum achievablethroughput. At
high input load, it only influences the time at which the re-
quest for anew dot isstarted. A negative effect of the mul-
tidot feature is the instability observed at high input load.

While the throughput is stabilized when

MS THRESH = oo (at 350 K bps), itisslowly decreas-
ingfor MS.THRESH # oo. This effect was aso ob-
served for low values of L and is due to fairness problems
among different flows of a end-to-end communication. In-
deed, as links can use several slotsin an opportunistic man-
ner, flows with less contention get more bandwidth. This
leadsto asmall unfairnessthat isnot present when themulti-
dot featureisnot activated. Fig.8 showsthat allowingmulti-
slot communications reduces theinfluence of the framelen-
gth. Performances are similar for . = 3,4, 6 and 8.
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Fig. 8. Throughput vs. input load, influence of L, squares
topology, M S THRESH = 15

4.3. Mean packet delay

All gainsin network throughput obtained thanksto the mul-
tislot communications imply again in mean packet delay at
high input load. Let us now look at the behavior of the pro-
tocol at low input load. Fig.9 and 10 show the influence of
MSTHRESH onCROMA for L =3and L = 8.
Asexpected, |EEE 802.11, that implementsaCSMA/CA
based random access does better than CROMA at low input
load. It isalso shown that the multisl ot capability has aneg-
ative effect on the mean packet delay for . = 3 and small
values of thethreshold. As M.S_TH RESH increases, the
degradation is smaller and smaller, and the performance of
MS_ THRESH = 15isvery closetothedesactivated case.
For L = 8, the better utilization of the channel implies a
better mean packet delay. This suggeststhat it isnot usefull
toincrease too frequently the number of dotswhen the load
islow because it may delay the reservation of new commu-
nications. Moreover, in CROMA the acknowledgement is
donein the next RTR packet of the same dot. Thus, at the
end of acommunication, aslot may belostif thereceiver has
nobody topoll. Thisisoftenthe case at low input load where
messages area so short. Thisresultsinanincrease of thelost
dlots because the multislot communications lower the mean



Packet delay vs. Input Load
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Fig. 9. Packet delay vs. input load, influence of
MS_ THRESH, squarestopology, I = 3

message length per dot. This effect is not visible anymore
at high input load because communications are longer and
senders are more often multiplexed on the same slot.

Asaconclusion, the performancein term of mean packet
delay is preserved provided that M S THRFESH is suffi-
ciently highin order to prevent multislot communications at
very low input load.
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Fig. 10. Packet delay vs. input load, influence of
MS_ THRESH, squarestopology, I = 8

5. CONCLUSION

This paper has presented a dotted MAC protocol for ad hoc
networks, called Collision-free Receiver Oriented MAC. In
CROMA, time is divided into frames and slots. Nodes are
allowed to do reservationsof resources thanksto REQ pack-
ets. A particular dot in the frame is then reserved for the
transmission of a packet train. CROMA solves the hidden
and exposed terminal problems and thus outperforms |EEE
802.11 interm of throughput and channel utilization. An an-
alytal study has shown that CROMA can reach a high dot

utilization provided that the packet trains are long. Simu-
lations focused on the multislot communications feature of
CROMA, i.e, the possibility for a sender to split its con-
nection on severa dots. This feature has a significant im-
pact on the network throughput. However, the key parame-
ter, MS_THRFSH, hasto be adequatly chosen to not de-
grade the mean packet delay for small values of the frame
length.
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